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Abstract—In order to relax the limitation of the number of multiplexed signal lights caused by beat noise between signal lights, we investigate the applicability of a heterodyne detection technique to a spectral amplitude coding optical code division multiple access scheme. In this investigation, for the first time, we found analytically that the optical frequency chips that form parts of the signal and local lights require uniform phase differences even for envelope detection. We also confirm this requirement and our theoretical analysis experimentally.
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I. INTRODUCTION

OPTICAL access networks are in widespread use, and so it is essential that we are capable of providing in-service upgrades or additional services without affecting any existing services. Optical code division multiple access (OCDMA) [1]–[12], [16], [17] has attracted attention because its signature codes allow us to meet the above requirements. Orthogonal spectral amplitude coding optical code division multiple access (SAC OCDMA) [2]–[8] is particularly desirable as regards realizing a simple and cost-effective transmitter on user premises. However, its maximum number of multiplexed signal lights is restricted by accumulated multiple-access interference (MAI) and beat noise. MAI can be suppressed by using orthogonal codes and differential detection [2]–[8].

The beat noise increases in proportion to the square of the number of multiplexed signal lights and is a factor limiting system capacity [1]–[3]. Several schemes have been proposed to overcome this limit [4]–[7]. Unfortunately, most of these schemes use particular kinds of code sequences that exhibit fewer coincidences between the “1” chips of the two codes such as spectral amplitude code sequences with an additional temporal coding [4] and code sequences containing fewer “1” chips [5], [6]. As a scheme that is applicable to any orthogonal spectral code sequences, we have proposed the use of coherent detection with local light [7]. In our scheme, a sufficiently strong local light amplifies the signal intensity without increasing the beat noise between multiplexed signal lights. Although our previous paper reported the first demonstration of homodyne detection with a spectral coding OCDMA scheme to mitigate the beat noise, it did not provide any analysis.

In this paper, we clarify the requirements for applying coherent detection to the SAC OCDMA scheme. We then analyze the applicability of the coherent detection technique theoretically by using both a strong local light and an intermediate frequency filter for heterodyne envelope detection. From our analysis, we confirm experimentally the system requirements and the mitigation of the beat noise. The experimental results agree with the analysis, and this indicates sufficient potential for any orthogonal spectral code sequences to reduce the limit caused by beat noise.

This paper is organized as follows. In Section II, we describe the SAC OCDMA system with heterodyne detection and analyze its performance theoretically. In Section III, we confirm our Section II analysis experimentally. Section IV presents our conclusions.

II. THEORETICAL ANALYSIS OF SAC OCDMA SYSTEM WITH HETERODYNE DETECTION

A. System Configuration With Heterodyne Detection

We investigate a configuration incorporating heterodyne envelope detection as one configuration providing greater mitigation of the beat noise effect than a configuration with homodyne detection. This system has two key features. First, the light source provides a local light with sufficiently high power to make the beat noise between multiplexed signal lights negligible. Second, a bandpass filter (BPF) acting as an intermediate frequency filter removes the beat noise and the direct detection components.

A simplified system model and the frequency relationships between signal and local lights are shown in Figs. 1 and 2, respectively. Here, the codes “1100” and “1010” are used as an example. A signal light is composed of several optical frequency chips. The encoding is performed in a unipolar (1, 0) manner. The chips are encoded with a coder, which selectively passes chips that have been assigned a value of 1 by the code that is being used. The signal lights from the coders are multiplexed at a star coupler and then reach the decoders in the receivers. The signal lights are coupled with local light. Here the signal and local light chips have the same frequency separation $F$, as shown in Fig. 2. The frequency separation $F$ is wide enough for the beat noise of chips with different numbers to lie outside the receiver’s bandwidth. The frequencies of the respective local light chips differ from those of the signal lights with an intermediate frequency (IF) $f_{IF}$. Signal
and local lights pass through the decoder to an optical differential detector. Here, the decoder for each code is composed of a pair of optical filters matched to the targeted code, and it passes the light from both filters to the inputs of an optical differential detector. The decoding is performed in a bipolar (1, −1) manner in the electrical domain. A matched decoder passes all received “1” chips to one of the two photodiodes that form the optical differential detector. An unmatched decoder divides the chips between the photodiodes of the optical differential detector to balance their output. This balancing out after differential detection results from the characteristics of the code set, and it ensures that signal lights are orthogonal to each other. Hadamard code sequences and cyclic shifted maximum length sequences are typical examples of such orthogonal code sets [2], [4] and they are also code sets that exhibit the largest coincidences between the “1” chips of two codes. Thus, they are good examples for examining the application of our scheme to any orthogonal spectral code sequence. The orthogonal property of a Hadamard code sequence means that for any pair of codes, the number of chips in agreement is equal to the number in disagreement as follows:

\[
\sum_{n=1}^{N} C_{kn} C_{in} = \begin{cases} 
N/2 & (k = i) \\
N/4 & (k \neq i) 
\end{cases} \\
\sum_{n=1}^{N} C_{kn} C'_{in} = \begin{cases} 
0 & (k = i) \\
N/4 & (k \neq i), \quad (k, i \in 1, 2, \ldots, K)
\end{cases}
\]

(1)

where \(C_{in}\) and \(C'_{in}\) are the value and the complementary value of the \(n\)th chip \((n = 1 \to N; n\) is the chip number, \(N\) is the total number of chips) of the \(i\)th code \((i = 1 \to K; i\) and \(k\) are the code numbers, \(K\) is the total number of codes). Here, each code is constructed by taking one row (except for the first row) of the Hadamard matrix of order \(2^N\). The orthogonal property or the balancing out of the unmatched signals is destroyed by the imbalance between the intensity of the optical frequency chips [2] and the imperfect filtering of the decoder chips. In this system, except for the IF signal, electrical signals, output by the optical differential detector are filtered out by the BPF. The IF signal is demodulated at an electrical envelope detector.

The IF signal is mainly degraded by the MAI and the receiver noises rather than by the beat noise unlike the direct detection systems. If all the signal lights are present at a given instant, the received optical field in front of the decoder is

\[
E_k = D_k(t) \sum_{n} E_{kn} \cos(2\pi f_{kn} t + \phi_{kn}) 
\]

(2)

where \(D_k(t)\) is the data value of the \(k\)th signal light at time \(t\) and its value is 1 or 0. \(E_{kn}, f_{kn}\) and \(\phi_{kn}\) are the amplitude, the optical frequency and the phase noise of the \(n\)th chip of the \(k\)th signal light, respectively. Here, the frequencies of the same numbered chips of all signal lights are assumed to be the same
as are the polarization states of all signal lights (the worst case scenario). Each signal light is considered to have equal power at the receivers and its temporal waveform is assumed to be constant over the bit duration for simplicity. Before demodulation by the electrical envelope detector, the current \( i_p \) for the \( p \)th code is defined as

\[
i_p = R D_p(t) \sum_{n=1}^{N} \left( C_{pn} - C'_{pn} \right) E_{pn} E_{Ln} \times \cos(2\pi f_B t + \phi_{pn} - \phi_{Ln}) + R \sum_{k \neq p}^{K} D_k(t) \sum_{n=1}^{N} \left( C_{pn} - C'_{pn} \right) E_{kn} E_{Ln} \times \cos(2\pi f_B t + \phi_{kn} - \phi_{Ln}) + O_{bf} \left\{ \frac{1}{2} R D_p(t) \sum_{n=1}^{N} \left( C_{pn} - C'_{pn} \right) E_{pn}^2 + \frac{1}{2} R \sum_{k \neq p}^{K} D_k(t) \sum_{n=1}^{N} \left( C_{pn} - C'_{pn} \right) E_{kn}^2 + \frac{1}{2} R \sum_{n=1}^{N} \left( C_{pn} - C'_{pn} \right) E_{kn}^2 \times E_{pn} E_{kn} \cos(\phi_{kn} - \phi_{Ln}) \right\} + n(t) \]

\[
= D_p(t) i_{\text{data}} + \xi \sum_{k \neq p}^{K} D_k(t) i_{\text{data}} + O_{bf} \left\{ \frac{1}{2} R D_p(t) \sum_{n=1}^{N} \left( C_{pn} - C'_{pn} \right) E_{pn} E_{Ln} \times \cos(2\pi f_B t + \phi_{pn} - \phi_{Ln}) + \frac{1}{2} R \sum_{k \neq p}^{K} D_k(t) D_k(t) \sum_{n=1}^{N} \left( C_{pn} - C'_{pn} \right) E_{kn} E_{kn} \times E_{pn} E_{kn} \cos(\phi_{kn} - \phi_{Ln}) \right\} + n(t) \approx D_p(t) i_{\text{data}} + \xi \sum_{k \neq p}^{K} D_k(t) i_{\text{data}} + n(t), \]

\[
i_{\text{data}} = R \sum_{n=1}^{N} \left( C_{pn} - C'_{pn} \right) E_{pn} E_{Ln} \times \cos(2\pi f_B t + \phi_{pn} - \phi_{Ln}) + \xi \sum_{k \neq p}^{K} D_k(t) \sum_{n=1}^{N} \left( C_{pn} - C'_{pn} \right) E_{kn} E_{kn} \times E_{pn} E_{kn} \cos(\phi_{kn} - \phi_{Ln}) \right\} + n(t). \]

(3)

\( R \) is the detector responsivity, \( C_{pn} \) and \( C'_{pn} \) are the power transmission function of the \( n \)th chip of the respective filters of the \( p \)th decoder. Here \( C_{pn} \) and \( C'_{pn} \) ideally have the same value in (1). \( E_{Ln} \) and \( \phi_{Ln} \) are the amplitude and phase noise of the \( n \)th chip of the local light, respectively. \( n(t) \) is the receiver noise. \( i_{\text{data}} \) is the current intensity of the targeted signal, \( O_{bf} \) is the rejection ratio of the BPF, and \( I_r \) is the ratio of the intensity of one local light chip to that of the signal light. \( \xi \) is the crosstalk ratio of the MAI. \( \xi \) is the ratio of the residual direct detection components of an untargeted signal light to the targeted signal light, which is the same as the crosstalk ratio in conventional detection systems. This ratio is usually defined as follows:

\[
\xi \equiv \frac{\sum_{n=1}^{N} \left( C_{pn} - C'_{pn} \right) E_{kn}^2}{\sum_{n=1}^{N} \left( C_{pn} - C'_{pn} \right) E_{pn}^2}. \]

(4)

and is negligible. In (3), the first and second terms are the targeted signal and the MAI of the untargeted signals, which are beat signals between the signal and local lights, respectively. The third, fourth, and fifth terms are the direct detection components of the targeted and untargeted signal lights and the local light, respectively. The sixth and seventh terms are the primary targeted–untargeted signal beat noise (the primary beat noise) and the secondary untargeted–untargeted signal beat noise (the secondary beat noise), respectively. Here we assume a uniform phase difference condition where the phase differences between the respective chips of the signals and local lights are uniform and defined as

\[
\phi_{kn} - \phi_{Ln} = \phi_{km} - \phi_{Ln} \quad (1 \leq n, m \leq N, k \in (1, \ldots, K)). \]

(5)

From (5), the phase differences between the respective chips of the signal lights are also uniform when (5) is true for all signal lights. In the uniform phase difference condition, all the values of the cosine functions of the beats between the respective chips of the signal and local lights in (3) are the same. Under this condition, the ratio of the crosstalk of the MAI to the beat signal is minimized and is defined as follows:

\[
\zeta \equiv \frac{\sum_{n=1}^{N} \left( C_{pn} - C'_{pn} \right) E_{kn} E_{Ln}}{\sum_{n=1}^{N} \left( C_{pn} - C'_{pn} \right) E_{pn} E_{Ln}}. \]

(6)

On the other hand, in the nonuniform phase difference condition, the values of the cosine functions vary from –1 to 1, and the MAI is not always balanced out despite the orthogonal property of the code sets.

When a strong local light is used, the third, fourth, sixth, and seventh terms are diminished compared with the beat signal and MAI by the square root of \( I_r \). Furthermore, the third to seventh terms are rejected by the BPF. Thus, it is assumed that the MAI is dominant over the beat noise and direct detection component at high \( I_r \) and low \( O_{bf} \) values. When the noises are assumed to be independent, the noise variance \( \sigma^2 \) is

\[
\sigma^2 = \frac{1}{N} \sum_{n=1}^{N} \left( i_{\text{data}}^2 + i_{\text{data}}^2 + i_{\text{data}}^2 + i_{\text{data}}^2 + i_{\text{data}}^2 + i_{\text{data}}^2 + i_{\text{data}}^2 + i_{\text{data}}^2 \right) + i_{\text{data}}^2 \]

where \( i_{\text{data}}^2, i_{\text{data}}^2, i_{\text{data}}^2, i_{\text{data}}^2, i_{\text{data}}^2, i_{\text{data}}^2, i_{\text{data}}^2, i_{\text{data}}^2, i_{\text{data}}^2 \) and \( i_{\text{data}}^2 \) are the shot noises of the targeted and untargeted signal lights and local light, the
MAI, the primary and secondary beat noises, and the receiver noise, respectively.

B. Requirements for Heterodyne Detection System

We clarify two requirements for the application of coherent detection to SAC OCDMA in relation to mitigating the beat noise. One is that the signal intensity must increase without increasing the beat noise. The other is that we must satisfy (5); namely, that the phase differences of the respective optical frequency chips that form parts of the signal and local lights must be uniform. In particular, the latter requirement has not been described in earlier studies of coherent detection such as coherent detection in a multiwavelength communication system [13] and temporal coding OCDMA [9]–[11], [17].

The requirements are described below.

1) High Signal-to-Beat Noise Ratio: There are two ways to realize the first requirement where a beat signal is insensitive to beat noise. One is that the optical power of the local light is high enough for the beat noise of the signal lights to be negligible compared with the beat signal. The intensity of the beat noise in the uniform phase difference condition is approximated by \((K - 1) i_{\text{data}}/2\sqrt{r}\). For instance, the optical power of the local light is required to be at least 40 dB higher than the total power of the signal lights from the transmission line in order to suppress the beat noise to 20 dB lower than the beat signal. The other is to reject the beat noise between signals by using a BPF with heterodyne detection. This can compensate for the shortfall of the power of the local light. Our experiment employs a BPF that rejects more than 20 dB at the stop-band.

2) Uniform Phase Difference: The uniform phase difference condition is required both to ensure the intensity of the targeted signal and to maintain the orthogonality between signals. For simplicity, we assume that only one targeted or untargeted signal light is transmitted. The current demodulated by the electrical envelope detector is proportional to the square of the intensity of the current \(i_p\), and then its high-frequency component is filtered out by a low-pass filter. The output of the low-pass filter \(i_{p2}\) is expressed as

\[
i_{p2} \approx \frac{R_2 R_2^*}{\kappa} \sum_{n=1}^{N} \sum_{m=1}^{N} (C_{pm} - C_{pm}^*) E_{kn} E_{Ln} (C_{pm} - C_{pm}^*) \times E_{km} E_{Lm} \cos \left( \phi_{kn} - \phi_{Ln} - (\phi_{km} - \phi_{Lm}) - 2\pi f_{DE} D L_{nm} \right) + \tilde{c}. \tag{8}
\]

Here \(D L_{nm}\) is the relative delay between the \(n\)th and \(m\)th chips. This delay is caused by their path difference from their branch point to the adder-subtractor in the optical differential detector. The difference should be reduced to a negligible one, for example, with several gigahertz intermediate frequencies, submillimeter accuracy is required to obtain a sufficiently small crosstalk ratio for the MAI. With a negligible path difference, the uniform phase difference makes all the phases of the cosine functions in (8) zero. Otherwise \(i_{p2}\) is varied from 0 to \(\tilde{c}_{\text{data}}^2\) from (1) and (8). With a uniform phase difference, \(i_{p2}\) for the targeted signal light reaches \(\tilde{c}_{\text{data}}^2\) and \(i_{p2}\) for an untargeted one, namely the MAI, is 0. Thus, the uniform phase difference is required both to ensure the intensity of the targeted signal and to guarantee the orthogonality of SAC OCDMA with coherent detection.

Next, we show that the noise variance \(\sigma^2\) is also increased by the nonuniform phase differences. The respective noise variances \(\sigma^2\) and \(\sigma^2_{\text{data}}\) for uniform and nonuniform phase differences between the untargeted signal and local lights are expressed as

\[
\sigma^2 = 2eBR_L \sqrt{r} i_{\text{data}} + \frac{(K - 1)\tilde{c}_{\text{data}}^2}{8r} + \frac{(K - 1)(K - 2)\tilde{c}_{\text{data}}^2}{16r} + \frac{\tilde{c}^2}{c}.
\]

\[
\sigma^2_{\text{data}} = 2eBR_L \sqrt{r} i_{\text{data}} + \frac{(K - 1)\tilde{c}_{\text{data}}^2}{2N} + \frac{(K - 1)(K - 2)\tilde{c}_{\text{data}}^2}{16N} + \frac{\tilde{c}^2}{c}
\]

\[
\approx \frac{1}{2} (K - 1)\tilde{c}_{\text{data}}^2 + \frac{\tilde{c}^2}{c},
\]

\[
\approx \frac{1}{2} \tilde{c}_{\text{data}}^2 + \frac{\tilde{c}^2}{c}.
\]

\[
\sigma^2 = 2eBR_L \sqrt{r} i_{\text{data}} + \frac{(K - 1)\tilde{c}_{\text{data}}^2}{8r} + \frac{(K - 1)(K - 2)\tilde{c}_{\text{data}}^2}{16r} + \frac{\tilde{c}^2}{c}.
\]

\[
\sigma^2_{\text{data}} = 2eBR_L \sqrt{r} i_{\text{data}} + \frac{1}{2N} (K - 1)\tilde{c}_{\text{data}}^2 + \frac{(K - 1)(K - 2)\tilde{c}_{\text{data}}^2}{16N} + \frac{\tilde{c}^2}{c}
\]

\[
\approx \frac{1}{2} \tilde{c}_{\text{data}}^2 + \frac{\tilde{c}^2}{c}.
\]

\(e\) is an elementary electric charge, \(B\) is the electrical bandwidth of the receiver, and \(R_L\) is the load resistance of the optical differential detector. Here, the shot noise of the signal lights is negligible compared with the local light. The phase differences of the targeted signal and local lights are assumed to be uniform in both cases. The number of multiplexed signal lights is assumed to be approximately the total number of chips \(N\). When the phase differences are uniform, the MAI in (9) is negligible because the crosstalk ratio is assumed to be negligible. By contrast, as shown in (10), the MAI is not negligible in the nonuniform case.

Next, we explain the assumption of the balancing out of the secondary beat noise in (9). From (1), half of the “1” chips of any combination of two untargeted signal lights coincide and they are divided evenly between the two photodiodes of the optical differential detector. Thus, their beat noises at both photodiodes are balanced out under the uniform phase difference condition.

To realize a uniform phase difference condition, we can use multiwavelength lights with uniform phase noise. Candidates for a light source with a uniform phase include a mode locked laser [12] and a light source that employs modulation to generate sidebands [8], [15]. The former is widely used in OCDMA schemes and its structure is almost the same as that of an electro-absorption distributed feedback laser diode, which is currently utilized for low-cost metro access. Thus, it can be mass produced inexpensively. A loop-back scheme that will allow a number of coders to share the light source will also drive down the system cost [12]. Moreover, these light sources allow us to replace a complex assembly of multiple frequency control systems with one frequency control circuit.

Also note that we assumed that the OCDMA signals are transmitted in the zero-dispersion region of the transmission fiber or that the fiber dispersion is compensated.
C. BER Expressions of Heterodyne Detection System

This subsection analytically formulates the bit error rate (BER) performance to confirm the effectiveness of heterodyne detection systems by comparison with experimental results. Using a similar derivation to that in [14], the current $i_p$ in (3) is expressed in (11), shown at the bottom of the page, where $r^2$ is the envelope, $\phi_k'$ is the phase and is assumed to be $\pi$ (the worst MAI case). $A$ and $z$ are the signal and MAI amplitudes, respectively. $x$ and $y$ are the amplitudes of the in-phase and quadrature components of the noise, respectively. $A'$ is the amplitude of the signal with MAI in the worst case, and $x'$ is the amplitude of the in-phase component of the noise with $A'$. The probability density function of $z$ is approximated by

$$p(z) = \sum_{i=0}^{K-1} \frac{K-1 C_i}{2^{K-1-i}} \delta(z + \mu z, A)$$ (12)

where $\mu$ is the number of untargeted signals whose data values are marks. The joint distribution given $z$ is

$$p_z(r) = \frac{2\pi}{2\pi N} \exp\left(-\frac{r^2 + A'^2 - 2 r A' \cos \theta}{2N}\right) d\theta$$

$$= \frac{r}{N} I_0 \left(\frac{r A'}{N}\right) \exp\left(-\frac{r^2 + A'^2}{2N}\right)$$

$$I_0(v) = \frac{1}{2\pi} \int_0^{2\pi} \exp(v \cos \theta) d\theta$$ (13)

where $I_0(v)$ is the modified Bessel function of the first kind and zeroth order. The BER is

$$BER = \frac{1}{2} \left[ \int_0^\infty \int_{-\infty}^\infty p(z)p_z(r)dzdr + \int_{-\infty}^\infty \int_{-\infty}^\infty p(z)p_z(r)dzdr \right]$$

$$= \sum_{i=0}^{K-1} \frac{K-1 C_i}{2^{K-1-i}} \left[ 1 - Q\left(\frac{A - \mu z A}{\sigma}, \frac{T}{\sigma}\right) + Q\left(\frac{\mu z A}{\sigma}, \frac{T}{\sigma}\right) \right],$$

$$Q(a,b) = \int_{-\infty}^{\infty} tI_0(at) \exp\left(-\frac{t^2 + a^2}{2}\right) dt, \quad T = A/2$$ (14)

where $Q(a,b)$ and $T$ are Marcum’s $Q$-function and the threshold level of a mark and a space, respectively. When the number of multiplexed signal lights is sufficient to be approximated as a Gaussian distribution, the BER can be additionally approximated by

$$BER \approx \frac{1}{2} \exp\left(-\frac{1}{8} \sigma^2 + (K-1)\frac{2^2}{2^2}\right)$$ (15)

where $(K-1)\frac{2^2}{2^2}$ is the variance of the MAI current.

Using (14), we conducted an experiment to confirm that the BER performance of the heterodyne detection system is degraded by the MAI rather than the beat noise, unlike direct detection systems.

III. EXPERIMENT

We describe two experiments. The experiment described in Section III-A is designed to confirm the requirements of this scheme. The experiment in Section III-B shows that the beat noise is mitigated in a heterodyne detection system.

A. Confirmation of Requirements

Here, we designed the principle experiment to confirm two requirements. The first requirement is that the beat noise is small enough to be ignored when compared with the beat signal. The second requirement is that the uniform phase difference condition balances out the MAI and the secondary beat noise.

For confirmation, the local and untargeted signal lights were coupled with the targeted signal light at a $2 \times 2$ optical coupler where each output was connected to both inputs of an optical differential detector as shown in Fig. 3. This setup balanced out the direct detection components and the MAI between the untargeted signal and local lights and left the beat signal between the targeted signal and local lights and the primary beat noise.

$$i_p \approx r \cos(2\pi f_d t + \theta + \phi_{ln} - \phi_{ln})$$

$$r^2 \equiv \left( A \left[ \left( D_p(t) + \sum_{k} D_k(t) \cos \phi_k' \right)^2 + \left( \sum_{k} D_k(t) \sin \phi_k' \right)^2 \right] + x \right)^2 + y^2$$

$$\approx (A D_p(t) - z + x)^2 + y^2 \equiv (A' + x)^2 + y^2 \equiv x^2 + y^2,$$

$$\phi_k' = \phi_{kn} - \phi_{pm}, \quad z \equiv A C \sum_{k} D_k(t), \quad \theta \equiv \tan^{-1}(y/x')$$ (11)
between the targeted and untargeted signal lights at the optical differential detector. The optical powers of the local and untargeted signal lights were 0 and $-25$ dBm at the inputs of the optical differential detector, respectively. Here, the power of the local light is $40 \text{ dB}$ higher than that of the targeted signal light. The power of the untargeted signal light is designed to emulate 32 untargeted signal lights. Both signal lights were modulated by intensity modulators (IM) at a bit rate of 1 Gbit/s with a $2^{7}-1$ pseudorandom binary sequence (PRBS) pattern from pulse pattern generators (PPG). The IF components ($f_{IF} = 2.5 \text{ GHz}$) of the output of the optical differential detector passed through a BPF (pass band $= 1.25$ to $3.75 \text{ GHz}$) and were demodulated by an electrical envelope detector. As shown in Fig. 4, the spectrum arrangements between the three lights were set so that only the intended beats would pass. The beat signal passed through the BPF for all arrangements. Fig. 4(a) and (b) were set for the first requirement. Fig. 4(a) shows an example with only untargeted signal shot noise where beats other than the beat signal did not pass. This confirms that the beat noise was removed by using a BPF with heterodyne detection. Fig. 4(b) shows an example with the primary beat noise where the frequency difference between the two signal lights was $f_{IF}$ for the comparison between the beat signal and the beat noise without the BPF rejection. Fig. 4(c) was set for the second requirement. It shows an example with the MAI where the frequency difference between the untargeted signal light and local lights was $f_{IF}$. This confirms that the MAI was balanced out when the phase difference was uniform. Here the phase difference between the untargeted signal light and local lights at both inputs of the differential detector was the same because they were split after being coupled. The path difference between the split lights was matched using a variable optical delay line (DL). Moreover, if the local light and the MAI were assumed to be an untargeted signal light and the secondary beat noise, respectively, this was also used to confirm that the simulated secondary beat noise was balanced out when the phase difference was uniform. As shown in this subsection, the beat noise is small compared with the beat signal between the signal and local lights. The uniform phase difference suppresses the MAI and the secondary beat noise.

B. Confirmation of Reduction in Beat Noise

This subsection confirms that the beat noise is reduced below the MAI as shown in (14). The experimental configuration is shown in Fig. 6. The multiwavelength light sources with uniform phase noise consisted of a distributed feedback laser diode (LD), an IM to yield a double sideband, and a 12.5-GHz synthesizer to drive the modulator, which generated three lights with 12.5-GHz separation. The signal lights were modulated in the transmitters at a bit rate of 1 Gbit/s with a $2^{7}-1$ PRBS pattern from the PPGs. As shown by the spectra in Figs. 7(a) and 8(a), the targeted and untargeted signal lights were coded as “0011” and “0101” using a Mach–Zehnder interferometer with free spectral ranges (FSR) of 40 and 20 GHz, respectively. In the receiver, the signal lights were coupled with the local light. The frequency differences between the chips forming the signal and local lights were 2.5 GHz. The spectrum of the local light is shown in Fig. 9(a). The coupled lights were divided and input via optical filters with a 25-GHz channel spacing into an optical differential detector, which functioned as a decoder. Here, the path difference between the divided lights was matched using a variable optical delay line. The spectra of the signal and local lights input into the differential detector are shown in Figs. 7(b) and (c), 8(b) and (c), and 9(b) and (c). The output of the optical differential detector was filtered by a BPF (pass band $= 1.25$ to $3.75 \text{ GHz}$), and demodulated by an electrical envelope detector. The measured square value of the crosstalk ratio of the MAI, which reflects the imbalance between the chips, was $-30.7 \text{ dB}$. Fig. 10(a) and (b) show the low-pass filter output after the electrical envelope detector for the targeted signal light and the untargeted signal light, whose power is $10 \text{ dB}$ higher than that of the targeted one, respectively. As shown in Fig. 10, the decoding is successful. Fig. 11 shows the BER of the targeted signal light without and with untargeted signal light. The bold and thin solid lines show the BER calculated according to (14) with untargeted signal light at powers of 0 and $10 \text{ dB}$ higher, respectively. The unfilled symbols show results obtained without untargeted signal light;
the solid circles, triangles, and diamonds show results obtained with untargeted signal light and with powers that were 0, 5, and 10 dB higher than that at a BER of $10^{-9}$ to emulate multiple untargeted signal lights. Here, the multiple untargeted signal lights can be simulated by the increase in the power of untargeted signal light as shown in (9) and (15). Fig. 12 shows the power penalty at a BER of $10^{-9}$ as a function of the number of multiplexed signal lights. In Fig. 12, the thin and bold black and gray lines show the penalty calculated using (14) for values of $-25$, $-30.7$, and $-35$ dB, respectively. The solid symbols show
the results obtained with the untargeted signal light at powers of 0, 5, and 10 dB. The values used in the calculations were the values measured in the experimental setup. The solid symbols in Fig. 12 approximately agree with the bold black line, which was degraded by the MAI in relation to the measured value of $\varphi^2 = -30.7$ dB. Thus, there is no degradation caused by the beat noise. The BER evaluation confirms that the beat noise is negligible compared with the experimentally obtained MAI.

As shown in Figs. 11 and 12, the estimation provided by (14) approximately agrees with the measured results; the performance is not degraded by the beat noise. The estimation provided by (15) also approximately agrees with the measured results.

In this experiment, we demonstrate the applicability of a heterodyne detection system using code sets that coincide at half of “1” chips; this indicates sufficient potential to reduce the limit caused by beat noise for any orthogonal spectral code sequences.

IV. CONCLUSION

In order to mitigate beat noise, we investigated the applicability of a heterodyne detection technique to a spectral amplitude coding optical code division multiple access scheme. We clarified the system requirements and determined analytically that the optical frequency chips forming parts of the signal and local lights require uniform phase differences even for envelope detection. We also confirm this investigation with an optical code division multiple access experiment and the results are in good agreement. A BER evaluation of the experimental results using one of the severest beat noise code sequences proves that the limit caused by the beat noise is negligible.
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