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Abstract

A leading technique uses randomized experimentation to evaluate the impact of policy in-
terventions. Applications of this technique often measure the impact of an intervention on
a self-selected sample. In this paper, I propose that social pressure from the experimenter
is a determinant of these selection decisions. I test this hypothesis in the context of a study
on a free LED lighting program. Recruitment takes place door-to-door in the suburbs of
Chicago. A day before their recruitment visit, each household is informed about the study
with a flyer on their doorknob. I isolate the role of social pressure by varying whether
households can select out of the study by checking an opt-out box on their flyer. My
main finding is that the LED lighting program causes a 15 percent reduction in evening
energy use in the sample recruited with an opt-out flyer, whereas no energy savings are
observed amongst households recruited with a baseline flyer. Social pressure appears to
be the driver of these disparate effects, as the opt-out flyer causes a 13 percent reduction
in households answering their door and, conditional on answering, causes a 52 percent
increase in selection into the study. These results have important implications for the way
evaluation experiments with self-selected samples are conducted, reported, and modeled.
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1. Introduction

Over the past half-century, the experimental approach to policy evaluation has gained con-

siderable prominence in economics (Orcutt and Orcutt, 1968; Ashenfelter, 1987; Duflo et al.,

2007). The defining feature of this approach is the random assignment of observational units

to competing policy regimes (Burtless and Orr, 1986). In the simplest case, an experimen-

tal sample is randomly assigned to a treatment or control group. The treatment group is

granted access to the policy intervention being evaluated, while access is withheld from the

control group. Once a sufficient amount of time has passed, outcomes are observed and

the impact of the intervention is evaluated by comparing outcomes across the treatment and

control groups.

A longstanding concern with this research design is that the composition of experimental

samples might be determined, in part, by the procedures used to conduct the experiments.1

When the response to an intervention is heterogeneous, this concern is especially important

because the measured impact could be confounded by the very procedures used to obtain

a sample and make that measurement. While this concern has received a great deal of

attention (see, e.g., Heckman, 1992; Heckman and Smith, 1995; Harrison and List, 2004;

Banerjee and Duflo, 2009; Allcott, 2015; Deaton and Cartwright, 2018), the literature has yet

to settle on specific conventions or best practices, with evaluation experiments employing a

great diversity of procedures in the service of obtaining an experimental sample.

To substantiate this claim, I survey the experimental evaluation literature appearing in

the top five economics journals between 2005 and 2019.2 Across the 113 experimental evalu-

ation papers I identify, there is a relative split in how samples are obtained, with 38 percent

recruiting self-selected volunteers and the other 62 percent obtaining their sample at the

behest of a site, such as an energy provider or school district.3 Focusing further on the pa-

pers that use self-selected samples, Figure 1 highlights three salient trends. First, papers are

nearly unanimous in their abstention from reporting recruitment documents, such as scripts.

Second, the majority of papers do not discuss how their sample was recruited and when this

is discussed, strategies are quite varied.4 Third, of the papers reporting how recruitment is

1This concern is distinct from others that focus on the role of experimental procedures once an experimental
sample has been obtained. For example, sample attrition (Hausman and Wise, 1979) and compliance in the treat-
ment group (Bloom, 1984) have to do with experimental samples that are already in place. Similarly, Hawthorne
and John Henry effects refer to the reaction a sample might have to having their outcomes observed or being
assigned to the control group, respectively (Peters et al., 2016).

2These journals are the American Economic Review, Econometrica, the Journal of Political Economy, the Quarterly
Journal of Economics, and the Review of Economic Studies.

3Occasionally an experimental sample is both site and self-selected. For example, permission might be required
from a site to then recruit a self-selected sample. I classify these papers as self-selected.

4In cases where a paper reported both in person and remote recruitment, I code the paper as utilizing in person
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framed, there is an even split between research study and program lottery framings.

The goal of this paper is to examine more closely the ways in which these disparate

recruitment procedures might influence the composition of experimental samples and the

measured impact of policies. Focusing on the case where selection is voluntary, I advance

the following hypothesis. Recruitment procedures that scrutinize the decision to select out

of an experimental sample induce a subsample that is otherwise uninterested in the exper-

iment to participate. Under this hypothesis, high pressure recruitment strategies, such as

recruiting in person, amplify the social cost of declining a request to participate (Levitt and

List, 2007). When interest in an experiment is also heightened by the anticipated response

to the intervention (Roy, 1951), this hypothesis has a clear prediction for the confounding

of experimentally measured policy impacts: Recruitment procedures that socially pressure

self-selection attenuate the measured impact of policy interventions.

I test this hypothesis in the context of an experimental evaluation of a residential LED

lighting program.5 Recruitment for the experiment takes place door-to-door amongst 4,888

households in the suburbs of Chicago. Households selecting into the experimental sample

are randomly granted or denied the program, which is a pack of eight free LED light bulbs.6

A day before their recruitment visit, households are informed about the program and the

procedures pertaining to its receipt with a flyer placed on their doorknob. I isolate the effect

of social pressure by varying whether households can select out of the experimental sample

by checking an opt-out box on their flyer (DellaVigna et al., 2012).7 The presence of this

opt-out box allows households uninterested in the program to ensure selection out of the

experiment without the social scrutiny of research staff influencing their decision.8

This design allows for a simple test of social pressure in experimental evaluation. If

social pressure is a driver of self-selection, then, relative to the baseline flyer, the opt-out

flyer should reduce the frequency of households answering their door. As a result, the

rate at which households select into the experimental sample should also be diminished

recruitment because research from other settings finds the highest response rates for in person recruitment (Rolnick
et al., 1989; Mannesto and Loomis, 1991; Maguire, 2009).

5This program is based a real policy intervention recently launched by the Los Angeles Department of Water
and Power (LADWP, 2019).

6In the energy efficiency literature, this research design is referred to as “recruit and deny” (Gandhi et al., 2016).
Recent energy efficiency experiments employing “recruit and deny” designs include Faruqui et al. (2014); Jessoe
and Rapson (2014); Harding and Lamarche (2016); Bager and Mundaca (2017); Fowlie et al. (2017); Ito et al. (2018);
Brandon et al. (2019).

7DellaVigna et al. (2012, 2017); Giaccherini et al. (2019) employ this strategy to experiment with social pressure
in the context of charitable giving, voter turnout, and energy efficient technology adoption, respectively. A related
strand of research finds that inducing similar types of variation in selection to laboratory experiments (Eckel and
Grossman, 2000; Dana et al., 2006; Broberg et al., 2007; Lazear et al., 2012) and charitable solicitations (Andreoni et
al., 2017) can also have a profound influence on outcomes.

8Additionally, a $10 financial incentive is varied for participation in the experiment, which was announced on
the flyers.
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Figure 1: Recruitment in Evaluation Experiments with Self-Selected Samples—2005-2019
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Note: This figure presents the relative frequency of recruitment reporting conventions and
methods for experimental evaluation papers published in the top five economics journals
between 2005 and 2019. These journals are the American Economic Review, Econometrica, the
Journal of Political Economy, the Quarterly Journal of Economics, and the Review of Economic
Studies.
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by the opt-out box. However, the opt-out box should draw a more motivated sample to

their door, causing an increase in the participation rate amongst households who answer.

Finally, if, in addition to social pressure driving self-selection, households also select into the

experimental sample on the basis of their anticipated response to the intervention, the impact

of the LED lighting program on household energy savings should amplified by recruitment

with the opt-out flyer.

I report four main findings. First, the presence of the opt-out box reduces the frequency

of households opening their door. The opt-out flyer reduces the proportion of households

opening their door by 13 percent, relative to a rate of 26 percentage points for the baseline

flyer.9 Second, the opt-out flyer does not reduce likelihood of a household selecting into the

experimental sample. Third, conditional on answering their door, the opt-out box increases

the frequency of selection into the sample. Relative to a conditional participation rate of 6

percentage points for the baseline flyer, the opt-out flyer increases conditional participation

by 51 percent. Fourth, the presence of the opt-out box causes a dramatic change in the

energy savings caused by the LED lighting program. Amongst households recruited with

an opt-out flyer, the lighting program causes a 15 percent reduction in energy use during

(pre-registered) evening hours. No such energy savings are observed amongst households

recruited with the baseline flyer.

The remainder of this paper is organized as follows. In Section 2 I present a simple

theoretical framework to motivate my analysis. Then, in Section 3 I describe the design of

the study in greater detail. Section 4 presents the empirical analysis and Section 5 briefly

concludes.

2. Theory

In this section, I start by reviewing the research design of an evaluation experiment that

relies on a self-selected sample. I then propose a simple model of social pressure in these

self-selection decisions. Finally, I use this model is to derive the testable predictions assessed

later in this paper.

2.1 Experimental Evaluation Research Design with Self-Selected Samples

Consider an experimenter who wishes to evaluate the impact of a policy intervention on an

outcome of interest. To conduct their study, the experimenter executes the following research
9This calculation includes the households that check the opt-out box, which occurs at a rate of 13 percentage

points amongst households with the option.

4



design. First, they recruit households from a relevant population. Let Di = 1 indicate that

household i is selecting into the experimenter’s study and Di = 0 denote selecting out.

Second, the experimenter randomly assigns a treatment across the households in the study.

This treatment is designed to mimic (or even exaggerate) the goods and services provided

by the policy intervention being studied. If household i selects into the study then Zi = 1

denotes they have been randomly assigned to receive the treatment and Zi = 0 indicates

nonreceipt. Third, the experimenter collects information on the outcome of interest for the

households who selected into the study. Let Yi reflect the realization of this outcome for

household i.

This research design allows the experimenter to estimate the average effect of the treat-

ment on households selecting into the study. To see this, let Y1i denote the potential treated

outcome for household i and Y0i their potential untreated outcome.10 Then the effect of

the treatment on household i, Ri, is the difference between their potential treated and un-

treated outcomes, Y1i − Y0i. I denote this effect with Ri because from the perspective of the

household it is a return provided by the treatment. The average of this return across the

households selecting into the study is,

SATE = E[Ri|Di = 1] = E[Yi|Di = 1, Zi = 1]− E[Yi|Di = 1, Zi = 0], (1)

where the first equality defines the experimenter’s parameter of interest and the second links

that parameter to the quantities estimated by the experimenter. I refer to this parameter

as the SATE, which stands for the selected average treatment effect (Angrist and Imbens,

1991).11

2.2 Household Selection Under Social Pressure

In response to the experimenter, a household decides whether to select into the study. Sup-

pose the experimenter recruits by approaching each household in the relevant population.

If household i is home, Hi = 1, they answer their door and make the selection decision

that maximizes their utility. As the decision is binary, this can be accomplished with the

10The relationship between these potential outcomes and the realized outcome, Yi , is described by,

Yi = ZiY1i + (1− Zi)Y0i ,

where Zi corresponds to random assignment by the experimenter.
11When selection into the study approximates the real-world decision to select into treatment, the SATE is also

the average treatment effect on the treated, ATT (Heckman, 1992; Imbens and Angrist, 1994; Heckman and Vytlacil,
2007b).
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following decision rule,

Di = 1(Ui ≥ 0), (2)

where Ui is the net utility from selecting into the study.12 For ease of exposition, I assume

Ui is independent of Hi.13

Suppose the net utility a household obtains from selecting into the study is influenced by

two channels. First, the effect of the treatment, Ri. I assume households correctly anticipate

their effect, or return, upon being informed of the treatment. From the perspective of the

experimenter, this return is distributed across households according to an unknown cumu-

lative distribution function F, which has a corresponding probability distribution function

f . Second, the social pressure, S, to please the experimenter and select into their study.

I distinguish social pressure from other types of social preferences (e.g. Becker, 1974; An-

dreoni, 1989, 1990) by assuming the pressure a household experiences depends on the extent

to which the experimenter scrutinizes their selection decision, with greater scrutiny creating

additional pressure.14 Furthermore, I assume social pressure is chosen by the experimenter

and, as a result, is not indexed by i.

These two channels influence net utility through,

Ui = v(Ri, S), (3)

where v(·) is a continuous and twice differentiable function. Relative to modeling frame-

works in the evaluation literature, this formulation of net utility is closest to the Roy model

and its extensions (Roy, 1951; Heckman and Vytlacil, 2007a).15 A widely invoked modeling

assumption has selection driven by gains, suggesting vR > 0. In the context of medical tri-

als, Malani (2008) reports evidence consistent with this assumption. With regards to social

pressure, there is a great deal of evidence suggesting experimenter scrutiny increases the

likelihood of observing socially desirable choices, suggesting vS > 0 (see Levitt and List,

2007, for an overview of this evidence). While there is less evidence to guide assumptions

12The indicator function in equation (2) is defined as follows. For any real-valued scalar q,

1(q ≥ 0) =

{
1, q ≥ 0
0, q < 0.

13See DellaVigna et al. (2012, 2017) for frameworks that endogenize Hi in response to visits by a fundraiser and
surveyor, respectively.

14This formulation of social pressure is broadly consistent with the predictions from models of status (Frank,
1985), conformity (Bernheim, 1994), social distance (Akerlof, 1997), identity (Akerlof and Kranton, 2000), social
image (Benabou and Tirole, 2006), and moral costs (Levitt and List, 2007).

15In particular, the extended Roy model in Heckman and Vytlacil (2007a), which has Ui = Ri − c, where c is
common across households.
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Figure 2: Household Net Utility from Selecting into Study Under Social Pressure Model
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Note: This figure plots net utility as a function of the treatment effect, Ri, for two levels of
social pressure, Sb and 0, Sb > 0. The treatment effect at which net utility is zero character-
izes a threshold, r∗(S). Treatment effects above this threshold prompt a household to select
into the study.

on the curvature of v, standard intuition suggests the greater the return, the less influen-

tial social pressure will be, vRS ≤ 0, and diminishing marginal net utility in its two inputs,

vRR ≤ 0 and vSS ≤ 0.

To see how these two channel’s influence a household’s selection decision, it is convenient

to characterize a threshold decision rule. Let r∗(S) denote a return above which a household

will select into the study. This threshold is defined as the solution to,

v(r∗(S), S) = 0. (4)

The objective of this paper is to investigate how changes in the social pressure to self-select

influence the composition of experimental samples. Differentiating equation 4 with respect

to S and rearranging reveals a clear prediction with respect to this threshold decision rule.

Increasing social pressure reduces the treatment effect required to convince a household to

select into a study,
∂r∗(S)

∂S
= − vS

vR
< 0,
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where the inequality follows from vS > 0 and vR > 0.

Figure 2 illustrates how r∗(S) is characterized and how it responds to two different

levels of social pressure. Let S = Sb > 0 denote a baseline level of social pressure that is

compared to a social pressureless setting where S = 0. As the figure highlights, reducing

social pressure from Sb to 0 shifts the net-utility from a given treatment effect down, reducing

the treatment effect required for a household to select into the study. Figure 2 also illustrates

how two levels of social pressure characterizes three types of households. The first type

experiences a treatment effect that doesn’t justify selecting into the study at either level of

social pressure, Ri < r∗(Sb). This type of household is deemed a Never Selector. The second

type of household is marginal. If left to their own devices they would not select into the

study, but if placed under social pressure by the experimenter, they will feel compelled to

self-select, r∗(0) ≥ Ri > r∗(Sb). I call these households Impressionable Selectors. The third

and final type of household experiences such a large treatment effect that they will always

select into the study, Ri ≥ r∗(Sb). I refer to these households as Always Selectors.

2.3 Testable Predictions

To determine falsifiable predictions for the self-selection model just presented, I place ad-

ditional structure on the recruitment process employed by the experimenter. A day before

their visit, suppose the experimenter notifies households about the study and treatment,

with households observing this notification with strictly positive probability, ρ ∈ (0, 1]. Sup-

pose there are two types of notifications. I deem the first a baseline notification and denote

this condition as b. When a household receiving this notification answers their door, the

level of social pressure they experience corresponds to S = Sb from Figure 4. The second

notification is identical to b except that it allows the household to opt-out of receiving the

experimenter’s recruitment visit. I refer to this notification by oo and assume a household

opting out of the visit experiences no social pressure, which corresponds to S = 0 from

Figure 4. In response to these two types of notifications, the self-selection model yields four

testable predictions.16

First, relative to the baseline notification, the frequency of households answering their

door is predicted to decrease in response to the opt-out notification. To see this prediction,

recall that in response to the baseline notification, households answer their door when they

are home, giving us PAb = Pr(Hi = 1). In the opt-out condition, when the notification is

observed, the Impressionable and Never Selectors will select out of the study by opting out

16Throughout this discussion, I assume the Always, Impressionable, and Never Selector sets are each non-empty.
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Figure 3: Selection and Selected Average Treatment Effect Under Social Pressure Model
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Note: This figure illustrates the probability density of the treatment effect for households
answering their door, Ai,j = 1, in response to the two notifications, j ∈ {b, oo}. With the
baseline notification, a random subsample of the population answers their door and all
households with a treatment effect above r∗(Sb) select into the study causing the experi-
menter to measure a program impact of SATEb. For the opt-out notification, households
that observe the notification and have a treatment effect below r∗(0) select out before an-
swering their door. Households answering their door still select in if their effect is above
r∗(Sb), but the subsample opting out leads to a treatment effect distribution with a fatter
right tail and a bigger program impact, SATEoo.

in the pressureless privacy of their home instead of risk being pressured into the study or

having to bear the cost of disappointing the experimenter in person. As a result, the share of

households answering their door is PAoo = ρPr(Ri ≥ r∗(0))Pr(Hi = 1) + (1− ρ)PAb , which

is strictly less than PAb .

Second, compared to the baseline notification, the opt-out notification is predicted to

reduce the share of households selecting into the study. In response to the baseline noti-

fication, both the Always and Impressionable Selectors participate when home, giving us,

PDb = Pr(Ri ≥ r∗(Sb))Pr(Hi = 1). However, when the Impressionable Selectors observe a

opt-out notification, they opt out of the study and a smaller share of households select in,

PDoo = ρPr(Ri ≥ r∗(0))Pr(Hi = 1) + (1− ρ)PDb , which gives us PDb > PDoo .

Third, conditional on answering the door, the opt-out notification is predicted to increase

the share of households selecting into the study. Figure 3 illustrates this prediction by
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simulating the probability density of the treatment effect for the households answering their

door in response to each notification. For the baseline notification, the conditional rate

is simply the unconditional rate unweighted by the share of households answering their

door, PDb |Ab
= Pr(Ri ≥ r∗(Sb)). With the opt-out notification, the density of the treatment

effect distribution is skewed by the households opting out, which inflates the odds that a

household will participate when they answer their door, PDoo |Aoo = ρ + (1− ρ)PDb |Ab
. Thus,

PDoo |Aoo > PDb |Ab
.

Fourth, the average effect of the treatment in response to the opt-out notification is pre-

dicted to exceed the average effect found with the baseline notification. This prediction

is also illustrated in Figure 3, which plots the SATE that would be observed in the sim-

ulated data. The intuition for this result goes as follows. With the baseline notification,

both the Always and Impressionable Selectors participate in the study, whereas for the opt-

out notification, the Impressionable Selections that observe the notification opt out. With

a sample that is more likely to have been motivated by the effect of the treatment, the av-

erage effect observed in response to the opt-out notification will then exceed the average

effect for the baseline notification. More formally, the SATE under the baseline notification

is SATEb = E[Ri|Ri ≥ r∗(Sb)], whereas for with the opt-out notification the experimenter

measures SATEoo = ρE[Ri|Ri ≥ r∗(0)] + (1− ρ)SATEb, which yields SATEoo > SATEb.

3. Design

To test the self-selection model developed above, I conduct a natural field experiment (Har-

rison and List, 2004) layered over an evaluation experiment on an energy efficiency program.

In this section, I describe the details of the treatment, the population recruited for the eval-

uation experiment, the notifications used to test for social pressure, and the recruitment

procedures.

3.1 Treatment

The treatment evaluated in this paper is a free LED lighting program. The program allocates

eight free LED light bulbs to a household, each of which is equivalent to a traditional 60 watt

incandescent bulb. The key feature of the treatment is that each bulb uses substantially less

electricity to provide light than incumbent technologies. While using a 60 watt incandescent

light bulb for an hour consumes 60 watts of electricity and the compact fluorescent equiva-

lent uses 15 watts, an LED equivalent consumes just 9 watts. The specific model used was
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chosen on the basis of a recommendations from a product testing company called Wirecut-

ter.17 On average, each pack cost $16.36 to acquire via the online retailer Amazon.com.

3.2 Population

The experimental sample was recruited from a population of 4,888 households in Evanston,

Lincolnwood, Oak Park, River Forest, and Skokie, Illinois. These towns were chosen because

of their proximity to the University of Chicago campus and their abundance of single family

homes.18 Single family homes in these towns were identified by scraping the Cook County

Assessor’s online database. This web scrape was conducted primarily for the purpose of

locating large clusters of homes for recruitment, but it also allowed for the observation of

several household characteristics.

Table 1 summarizes the characteristics of the population observed in the Cook County

Assessor’s database. Perhaps the most salient feature of the population is the age of the

homes. Only 3 percent were built in the last half-century and nearly 40 percent were built

more than a century ago. Beyond the old age of these homes, there is a good diversity across

the other characteristics. In terms of house size, stories, number of bathrooms, central air

conditioning, and status of basement there is good variation. Additionally, the vast majority

of homes have a garage.

3.3 Notification

Households were notified of their recruitment visit a day beforehand with a flyer placed

on their doorknob. The flyers were designed to inform households when the visit would

occur, the treatment being studied, and the procedures associated with its receipt. Figure 4

provides examples of the baseline and opt-out flyers used. Panel A shows that across the

two flyers, the only difference is the option in the opt-out condition to, “check this box

if you do not want to be disturbed.” This wording was taken from past research on the

consequences of social pressure for charitable giving and survey response (DellaVigna et al.,

2012, 2017; Giaccherini et al., 2019). The date and time of a recruitment visit was handwritten

on each flyer. The promised time windows were either in the morning from 10am to Noon

17In particular, the treatment was an eight pack of Cree A19 60 watt equivalent light bulbs. The specific charac-
teristics of the light bulbs included the production of soft white light, the ability to operate on a dimmer, the option
of use in outdoor lighting fixtures, and no required time to warm-up. Additionally, they are expected to work for
13 years of use, at which point they can be easily disposed because they do not contain the dangerous chemicals
found in fluorescent bulbs.

18The focus on single family homes is due to employment restrictions that forbid staff from entering a premise,
such as an apartment complex.
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Table 1: Characteristics of Population by Recruitment Flyer

Baseline Flyer Opt-Out Flyer

Age of Home: 0-50 Years 3.4 2.7
(0.58) (0.50)

p = 0.35
Age of Home: 50-100 Years 57.0 59.7

(3.33) (3.18)
p = 0.56

Square Footage: 0-1,500 31.6 33.3
(2.55) (2.67)

p = 0.63
Square Footage: 1,500-2,500 49.8 47.9

(1.74) (1.89)
p = 0.46

Stories: 2+ 63.4 60.1
(2.65) (2.75)

p = 0.39
Air Conditioning: Central 52.0 51.7

(1.73) (1.83)
p = 0.91

Full Bathrooms: 2+ 49.2 49.2
(2.18) (2.01)

p = 1.00
Basement: Finished 29.0 29.8

(1.46) (1.40)
p = 0.69

Garage 87.4 87.8
(0.83) (1.00)

p = 0.74

Note: This table summarizes the characteristics of households in the population recruited for
the experimental sample. These characteristics were collected from a web scrape of the Cook
County Assessor’s online database. The first column reports the proportion of households
with a given characteristic that received a baseline flyer, while the second column reports that
same information for households receiving an opt-out flyer. Underneath each proportion is
a standard error that is robust to heteroskedasticity and route-level correlations. Finally, a
p-value is reported to assess the balance of recruitment flyer assignment.
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or in the early afternoon from 1pm to 3pm. Additionally, two other flyers were used that

duplicated the baseline and opt-out flyer in Figure 4, but included mention of a $10 incentive

for participating in the study. Panel B highlights the wording used for the incentive.

In total, the population of 4,888 households received one of four flyers: A baseline or

opt-out flyer, each of which was crossed with no incentive or with a $10 incentive for par-

ticipation. Figure 5 shows the count of households receiving each flyer. Households were

randomly assigned to a specific flyer in clusters, or routes, of approximately twenty homes.

As a consequence, all inference in this paper will account for correlations in the relevant un-

observable at the route level. To assess the quality of the random assignment, Table 1 reports

the p-value from a test of balance across the various household characteristics observed in

the sample receiving a baseline flyer versus the sample receiving an opt-out flyer. Consis-

tent with claim that the flyers were randomly assigned, Table 1 reports that there were no

statistically significant differences in household characteristics between the two samples.

The logistics of flyering largely revolved around maximizing the odds of households

noticing their flyer. Towards that aim, flyering was conducted by a team of research assis-

tants between, approximately, 9am and 2pm. This way households had plenty of time to

notice a flyer ahead of their recruitment visit. Furthermore, research assistants used a mini

stapler to secure each flyer on the assigned doorknob so as to avoid the flyers falling off and

going unnoticed.

3.4 Recruitment

A total of 12 University of Chicago students worked as recruiters for the experiment. Stu-

dents were paid $13 per hour for their time. Advertisements to work on a door-to-door study

evaluating an energy efficiency program were shared on university listhosts and posted

around campus. Students responding to the advertisements were then interviewed by the

author and offered a position if they were interested. Before recruiting for the first time,

students participated in a training session where the study materials and procedures were

reviewed in detail. Additionally, the team of recruiters specialized in this task and did not

also flyer.

Recruitment was conducted on weekends between mid-July and late-August of 2019. To

signal the legitimacy of the study, recruiters wore a lanyard displaying their student photo

identification card and were encouraged to wear University of Chicago apparel. Recruiters

were assigned four routes per day over which they would recruit households receiving each

type of flyer.
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Figure 4: Flyers Used to Notify Households of Recruitment Visit

A. No Incentive

B. $10 Incentive

Note: Examples of the baseline and opt-out flyers used to notify households a day before
their recruitment visit.
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Figure 5: Assignment of Population to Recruitment Flyer

Baseline Flyer

Opt Out Flyer

$10 Incentive

No Incentive

$10 Incentive

No Incentive

1,199

1,202

1,297

1,190

Population

Note: This figure illustrates the allocation of the population of households recruited to the
four types of flyers.

Recruiters approached between 50-100 households per day. Figure 6 summarizes the

timeline of the study across the baseline and opt-out flyer types. When a household selected

out of the study by checking their opt-out box, the recruiter would record this information

and proceed to the next house. Otherwise recruiters would alert a household with a knock

on their door or ring of their doorbell. When a household answered their door, the recruiter

would read a paper script on a clipboard that inquired as to whether the household was

interested in finding out more about a study on a free LED lighting program. In the $10

incentive condition, recruiters would also mention the payment and keep a $10 bill on top

of their clipboard to signal the mode of payment.

For households expressing interest in the study, recruiters would then activate an Apple

iPad with a wireless data connection and read an informed consent form detailing the study

procedures. Consenting households were then tasked with completing an online form that

would authorize sharing information on their energy usage at the end of the study. While

this online form was maintained by a company called UtilityAPI, it was hosted on a Uni-

versity of Chicago branded website. Households could complete this online form on the

iPad or their own device. Households successfully completing this online form were then

immediately randomized into the treatment or control group. Assignment to the treatment

group led to the immediate receipt of the package of eight LED lightbulbs, whereas control

assignment led to no light bulbs. In the $10 incentive condition, every household completing

15



Figure 6: Timeline of Recruitment, Selection, and Collection of Outcome

Baseline Flyer

-300

Household

Flyered

-1

Household Approached,

Selection Determined,

Treatment Administered

0

If Household Selects In:

Smart Meter Energy

Use Data Over Past

Year Collected

56

Opt-Out Flyer

-300

Household

Flyered

-1

If Household

Does Not Opt Out :

Household Approached,

Selection Determined,

Treatment Administered

0

If Household Selects In:

Smart Meter Energy

Use Data Over Past

Year Collected

56

Day Relative to Random Assignment

Note: Relative to the day selection and the randomization occurred, households received
their flyer on day -1. On day 0 they received their recruitment visit. If they answered their
door and selected into the study, then the randomization was conducted immediately and
the treatment was administered. 56 days after the randomization occurred, energy data for
the households selecting into the study was accessed for the past year, allowing observation
of energy usage from day -300 to 56. The main distinction between the two types of flyers is
that households opting out in response to the opt-out flyer were not recruited on day 0.
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Figure 7: Door Answer by Recruitment Flyer

Baseline Flyer Opt-Out Flyer

No Incentive $10 Incentive No Incentive $10 Incentive

0%

10%

20%

30%

40%

Opts Out
Answers Door (PA)

Note: Average door answer rates for each flyer type and, for the opt-out flyer, the proportion
of households opting out. 95 percent confidence intervals are reported for each estimate,
which account for route level correlations between households.

the online form immediately received their payment.

4. Results

4.1 Selection

To test the predictions developed in Section 2.3, I assess the effect of the recruitment flyers

on the frequency of households in the population answering their door, PA, participating in

the study, PD, and participating in the study conditional on answering their door PD|A.

Figure 7 reports the share of households answering their door, PA, for each recruitment

flyer. Starting with the baseline flyer, 25 to 26 percent of households are found to answer

their door in response to the recruiter. Moving to the opt-out flyer, two shares are plotted

for each level of the incentive. First, the propensity for a household to check their opt-out

box is reported, with approximately 12 to 14 percent undertaking this option. Second, the

share answering their door is plotted. Across both incentive levels this share appears nearly

identical at 22 percent. These trends are broadly consistent with the predictions of the self-

selection model, with fewer households answering the door in response to the opt-out flyer

17



than the baseline flyer, PAb > PAoo . Also of note is the effect of offering a $10 incentive,

which appears to reduce the share answering their door in response to the baseline flyer

and increases the share checking the opt-out box in response to the opt-out flyer.

Figure 8 advances the analysis past the door answering phase of recruitment by plotting

the share of households participating in the study across each recruitment flyer. In Panel A,

the unconditional participation rate is plotted, PD. Therein 1.5 to 2 percent of households

are found to select into the study in response to the baseline flyer and about 2 percent are

found to participate when assigned to the opt-out flyer. Interestingly, this runs counter to the

prediction of the self-selection model, which predicted PDb > PDoo . However, evidence more

in line with the model is reported in Panel B, with 6 to 7 percent of households opening

their door selecting into the study when assigned the baseline flyer. This number increases

to nearly 10 percent when, instead, the opt-out flyer is used. This trend is consistent with

predicted dynamic of the self-selection model, PDb |Ab
< PDoo |Aoo . Another dynamic worth

mentioning in Figure 8 is that across these two panels the $10 incentive is found to have

little to no effect on selection for the opt-out flyer, but appears to crowd out selection for the

baseline flyer.

To conduct inference on the trends highlighted in Figures 7 and 8, I consider the follow-

ing empirical model for door answer,

Ai = α0 + αAOi + WA
i (5)

where Ai is an indicator for household i answering their door, Oi is an indicator for whether

they were recruited with an opt-out flyer, and WA
i is a household specific unobservable

that is orthogonal via randomization. I also consider a nearly identical model for the self-

selection decision,

Di = α0 + αDOi + WD
i (6)

which is identical to equation 5 with the exception of the outcome, which is an indicator for

household i self-selecting into the study.

Table 2 reports the parameters in equations 5 and 6 estimated by ordinary least squares.

Furthermore, Table 2 reports the standard errors for these parameters, which allow for ar-

bitrary correlations across the households in a given route. Columns 1-3 focus on the door

answer decision. Therein the trends observed in Figure 7 are confirmed, with the opt-out

flyer causing a 3 percentage point reduction in the probability of households answering their

door. Moving from columns 1 to 3, this effect is established to persist in spite of the control
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Figure 8: Self-Selection into Experimental Sample by Recruitment Flyer

A. Participation Rate

Baseline Flyer Opt-Out Flyer

No Incentive $10 Incentive No Incentive $10 Incentive
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B. Participation Rate Conditional on Answering Door
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Note: Average door answer rates for each flyer type and, for the opt-out flyer, the proportion
of households opting out. 95 percent confidence intervals are reported for each estimate,
which account for route level correlations between households
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Table 2: Self-Selection into Experimental Sample by Recruitment Flyer

Answer Door Participate Participate | Answer

(1) (2) (3) (4) (5) (6) (7) (8) (9)

Opt-Out -3.4 -3.4 -2.8 0.5 0.5 0.6 3.3 3.2 3.7
(1.3) (1.3) (1.3) (0.4) (0.4) (0.4) (1.7) (1.7) (1.6)

$10 Incentive -0.4 -0.5 -0.2 -0.2 -0.8 -0.8
(1.3) (1.2) (0.4) (0.4) (1.7) (1.6)

Constant 25.5 25.7 1.6 1.7 6.4 6.8
(0.9) (1.1) (0.3) (0.4) (1.1) (1.4)

Controls X X X

Households 4,888 4,888 4,888 4,888 4,888 4,888 1,164 1,164 1,164
Routes 259 259 259 259 259 259 256 256 256
R2 0.002 0.002 0.013 0.000 0.000 0.012 0.004 0.004 0.054

Note: This table reports the effect of the opt-out flyer and the $10 incentive on door an-
swering, study participation, and study participation conditional on door answering. Effects
are estimated with ordinary least squares and standard errors robust to correlations across
households in a given route are reported. The controls used are fixed effects for the recruiter,
the calendar day of recruitment, the time of recruitment, and the household characteristics
in Table 1.

variables included in the empirical model, with the third column including a fixed effect

for the recruiter, the calendar day, the time of recruitment, and each of the characteristics

reported in Table 1. Furthermore, the size of the effect is statistically significant at conven-

tional levels, with p-values ranging from 0.01 to 0.03. Also of note in Table 2 is the negative

effect of the $10 incentive. While this effect is not statistically significant it runs counter to

standard economic intuition.

Moving to the estimation of equation 6 in Table 2 in Columns 4-6, the effect of the opt-out

flyer on participation is found to be approximately 0.5 percentage points. However across

the specifications this estimate cannot reject the null of no effect at traditional levels of

significance, with p-values equal to 0.22 without the full set of fixed effects and 0.11 with the

controls included. In Columns 7-9, equation 6 is estimated on the subsample of households

answering there door. Across these columns, the opt-out flyer is found to cause a 3 to 4

percentage point increase in the participation rate, with p-values of 0.05 and 0.06 for the

specifications without the full set of controls and 0.02 with those controls added.
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Figure 9: Evening Energy Use by Recruitment Flyer
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Note: The top two panels of this figure plot average evening energy consumption for house-
holds assigned to the treatment and control group in the pre- and post-treatment periods.
Evening is defined as 6pm to Midnight, a definition that was pre-registered. The bottom
two panels plot the difference-in-difference estimator associated with the levels of energy
consumption above. 95 percent confidence intervals are reported, which allow for arbitrary
across household correlations at the route level.
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4.2 Impact of Treatment

I next consider the effect of the LED lighting program on household energy consumption

measured in the baseline and opt-out recruitment conditions. My investigation focuses

on energy consumption during evening hours, a decision that was pre-registered in my

pre-analysis plan on the American Economic Association’s registry for randomized control

trials.

For the baseline and opt-out flyers, Figure 9 plots average energy usage during this time

period for households assigned to the treatment and control group in the pre- and post-

treatment period. Energy usage measured in kilowatt hours and this is observed in thirty

minute increments. Starting with the baseline flyer, similar gaps between treatment and

control group energy usage are found in the pre- and post-treatment periods. Moving to the

opt-out flyer, though, a very different dynamic emerges. In particular, a small gap between

treatment and control households in the pre-treatment period is dramatically increased in

the post-treatment period.

The bottom two panels of Figure 9 plots the effect of the LED lighting program with the

difference-in-difference estimator observed for each flyer. For the sample recruited with the

baseline flyer, the effect of the program is negligible, while there is a sizable energy savings

for the households recruited with the opt-out flyer.

To more formally assess the effect of the LED lighting program, I conduct a regression

analysis with a model that estimates the difference-in-difference during evening hours and

non-evening hours. The results of this analysis are reported in Table 3. Across four specifi-

cations that vary the inclusion of key control variables, I find that the LED lighting program

causes households recruited with the baseline flyer to save no energy during evening and

non-evening hours. However, that same program causes a 0.09 to 0.11 reduction in the

number of kilowatt hours consumed during evening hours amongst households recruited

with the opt-out flyer. Importantly these estimates are measured with a sufficient level of

precision to reject the null hypothesis, with p-values of approximately 0.02. This dynamic

is consistent with the prediction of the self-selection model developed in this paper, which

predicted an attenuated SATEb relative to SATEoo.

5. Conclusion

This paper examines the consequences of a subtle change to recruitment in an evaluation

experiment. The manipulation that is implemented is motivated by a model of social pres-
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sure. I find that this subtle manipulation, which varies the social scrutiny associated with

selecting out of an experimental sample for a study evaluating a free LED lighting program,

has drastic consequences for the policy insights that are obtained. In particular, I find that

allowing households to select out of the study without any scrutiny from the experimenter

leads to an evaluation experiment that measures substantial energy savings from an LED

lighting program, whereas a more traditional recruitment strategy finds no energy savings.

These results establish that the manner in which evaluation experiments are conducted can

dramatically influence the very results they attempt to measure. It also suggests that mod-

els in policy experimentation could more accurately isolate the parameter of interest and

have greater descriptive ability if they factor in the social features of experimental research

designs.
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