A Mixed-Reality Training Environment for Upper Limb Prosthesis Control
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Abstract—Adjusting to an amputation can often times be difficult for the body. Post-surgery, amputees not only have to incur expensive rehabilitation treatment costs, but also have to wait for up to several months before receiving a properly fitted prosthesis. We developed a mixed-reality training environment where amputees can train, at their own time and convenience, and interact with holographic objects, while also receiving tactile and proprioceptive feedback. We incorporate positional information through inertial sensors, touch and proprioception information through vibrational feedback, all integrated into an augmented-reality (AR) environment viewed through the Microsoft HoloLens™. Training tasks were designed to account for limb rotation and object relocation in a three-dimensional space with a correct palm orientation essential for an intuitive grasp and release of objects. Our results showed an improved performance in training time, overshoot and completion rate with vibratory feedback (of both touch and proprioception) over without feedback. Furthermore, EMG activity was analyzed to estimate the muscular effort during each task.

I. INTRODUCTION

While prosthesis technology has improved on several fronts in the past few decades, their abandonment rates still remain high at about 35% [1]. This suggests that there is a disconnect between the efficacy of prosthesis technology and its utility. From the time of amputation to the first prosthesis fitting, an amputee has to wait for an average of 165 days, with no functional prosthesis training during this time [2]. Early prosthesis fitting has been shown to increase prosthesis adherence; however, it is patient-specific and usually applicable to certain types of amputations [2]. With delayed fitting, amputees often feel their use of prosthesis as unnatural and troubling [2].

On the technology front, extensive research is currently being done on building a closed-loop control system through sensory feedback and substitution [3]. Sensory substitution is primarily aimed at replacing the lost sensory function through a pathway that both senses relevant external information and also feeds it to the amputee. In a 2012 survey, about 88% of upper limb prosthesis respondents realized the need for sensory substitution in various degrees [4]. Contact grip and proprioceptive information were voted most important, with the first contact during grasp and the end of contact during release of an object as useful information for object manipulation. When naturally grasping objects, mechanoreceptors send tactile information to the brain, which enables proper perception and interaction with objects [5]. Mechanical vibration on the upper limb stump when reinforced with a visual feedback through a virtual limb has been shown to stimulate the sensory-motor centers in the cortex [6]. Proprioception is another important type of feedback that is lost after amputation with amputees relying mostly on visual cues. Proprioceptive feedback along with visual cues have been shown to improve adherence rates and ease of use of prostheses [7].

Based on the issues and needs mentioned above, we devised a training environment for upper limb amputees that is portable, affordable, and incorporates sensory substitution for touch and proprioception in a mixed-reality environment (Fig. 1). Vibrational feedback was provided to both give a sense of contact of the augmented limb with holographic objects and also assist users in achieving the correct limb orientation for grasping/releasing objects. As proprioceptive feedback is
another useful piece of information for amputees, we designed a vibrational armband — a proprioceptive band, to provide information about the position of the augmented limb in space. It consists of a set of four vibrational motors that wraps around the user’s limb.

Several augmented and virtual reality (AR and VR) training systems have been developed in the past for stroke rehabilitation [8]. In this work, we present an upper limb prosthesis training system that incorporates sensory substitution for touch and proprioception in an AR environment. In the following section we describe the hardware setup and the experiments conducted to gauge the performance of the system and finally present the results.

II. METHODS & EXPERIMENT

For the purpose of testing and evaluation, two able-bodied volunteers served as subjects and the experiment was conducted with their informed consent. The experiment protocol was approved by the Johns Hopkins Medicine Institutional Review Board. The setup was comprised of 1) sensors, to both record biosignals and provide sensory substitution feedback for touch and proprioception and 2) a Microsoft HoloLens™ based AR environment to allow manipulation of holographic objects with an augmented limb.

A. Augmented Reality Environment

The environment was designed as a modified version of the Prosthetic Hand Assessment Measure (PHAM) setup [9]. The scene comprised of a first person view of an augmented limb which, was projected through the Microsoft HoloLens™ (Fig. 2). Holographic 3D objects, in the shape of a cylinder, appeared at a reachable distance from the subject’s augmented limb at different locations and orientations. There were primarily two types of objects in the scene - target and goal object. Target object (in blue) appeared at the beginning of a task and corresponded to the object that needed to be picked up. Goal object (in green) appeared only after the target object was picked up and denoted the region where the target object had to be dropped. A visual display (in red text) provided positional information of the augmented limb in space, relative to the subject. This reinforced subjects’ proprioceptive feedback with the visual feedback to facilitate learning based on the work shown in [7]. Furthermore, to provide motivation to the subject, a score ticker (in green text) displayed the number of times the subject was able to complete the task within 10 s in the previous 4 tasks.

B. Hardware and Sensors

1) Inertial Sensors: Orientation of the augmented limb relative to the subject’s limb position was calculated with two 9-axis MPU9250 (InvenSense, San Jose, CA) inertial measurement units (IMUs), one placed on the bicep and the other placed on the shoulder. The shoulder IMU was used as the reference node. In order to maintain inter-subject consistency, calibration was performed at the beginning of training routine. Relative orientation was recorded for the first 10 s while the subject kept their limbs fully extended to the sides of their trunk. With a Bluetooth Low Energy (BLE) adapter connected with each IMU, inertial data was streamed wirelessly to the Microsoft HoloLens™ through a User Datagram Protocol (UDP) server.

2) Vibrotactile Feedback: The information of touch or contact of the augmented limb with the holographic objects was conveyed through vibrotactile feedback with a gentle vibration provided by the Myo™ armband (Thalmic Labs, Canada). A stronger vibration (of a higher amplitude) was provided to the subject if the limb was oriented to the surface normal of the target/goal object and was within its close proximity. This was to assist the subject in object grasp and release.

3) Proprioceptive Feedback: Positional information of the augmented limb was conveyed with a custom vibratory armband that was developed for this purpose. The armband has four vibrating motors that actuate, in combination, to provide subjects a proprioceptive feedback of the location of the augmented limb in front of them. The stimulus frequency is 12 Hz with the feedback application time being pulse width modulated with a center frequency of 10 Hz. The positional information was received from the IMUs and transmitted wirelessly to a battery powered Arduino Mini that was used to drive the four vibrating motors. The vibratory armband was placed at the distal end of the bicep, as vibration at this region has been shown to induce strong illusionary movements [10]. However, in our experiment, the users didn’t perceive illusory movements, rather they relied on the vibrational information as a substitution for limb position.

4) EMG Sensor and Classifier: Myoelectric decoding was incorporated to record subject’s intent of grasp and release of the augmented limb. A Myo™ armband was placed at the proximal end of forearm which was used to record and classify EMG signals into three-classes (hand rest, open and close). EMG data was streamed from the armband at 200 Hz and
was used for both hand classification and muscular activity estimation.

### C. Experiment

The entire experiment was divided into two modules - 1) with tactile and proprioceptive feedback, and 2) without either feedbacks. Each module was split into three trial sets, with each trial set consisting of 8 set of tasks (Table 1). These tasks required the subject to manipulate the augmented limb; pick a target object and drop it on the goal object. A total of 48 tasks were performed, 24 with feedback and 24 without feedback, randomly conducted without notifying the subject. Each of the eight tasks in each trial set was unique and was designed keeping in mind the positional and rotational effect of the limb during training. A task $T(d_0, \Delta d, \Delta \theta)$ was parameterized by three features - 1) initial position ($d_0$) of the target object with respect to subject’s chestline (above or below), 2) relative 2-D position ($\Delta d$) and 3) relative angular position ($\Delta \theta$) of the goal object with respect to the target object. Initial position of the target object determines if the target object was below ($d_0 = -1$) or above ($d_0 = 1$) the subject’s chestline. Relative 2-D position determines whether the object has to be moved vertically ($\Delta d = -1$), diagonally ($\Delta d = 1$) or along the same level ($\Delta d = 0$) from the target position while the relative angular position describes the orientation of the goal object with respect to the target object and whether the user would be required to rotate the augmented limb clockwise/anticlockwise ($\Delta \theta = 1$) or maintain the orientation ($\Delta \theta = 0$).

The goal of the experiment was to show the feasibility of our AR training system with the effects of feedback (vibrotactile and proprioceptive) on the performance of object manipulation. A target object was gripped by the augmented hand if and only if the limb was orientated in a manner such that the hand faced the surface normal of the object (Fig. 2). During the movement of the target object towards the goal object the subject was required to continuously keep the hand in the closed position. In case the object was dropped during the task, the target object had to be picked up again from its original position.

For comparison, four performance metrics were used - 1) time, 2) normalized integrated muscular effort, 3) overshoot and 4) completion rate. While the subjects were allowed to perform the task at their own pace, time taken for each task was recorded by the system for later performance evaluation. Muscular effort during a task was estimated from raw EMG signal based on the technique described in [11]. The method estimates the envelope of the EMG signal. The area under the envelope is integrated to get the estimated integrated muscular effort. For comparison, we normalized the efforts with the peak value. Overshoot was defined as the number of times the augmented limb made contact with the target or goal object while failing to pick or drop the object due to misalignment of the palm with the object’s surface normal. Completion rate was defined as the fraction of tasks in a trial set that were performed within 10 s.

### III. Results

Average of the performances across all subjects are reported. In Fig. 3a, we compared the time performance for each task in the last trial set (Trial 3). On average, task times were shorter or comparable across all tasks with feedback. Across the three trials conducted for each subject, the best times were achieved in the last trial (Fig. 4a) with 7.79% and 31.30% reduction in time between the first and the last in the corresponding modules (with and without feedback). Overall, there was an average time reduction of 18.01% with the highest time reduction of 37.14% which was recorded for task no. 7. The integrated muscular effort over both modules is shown in Fig. 3b. There was a general decline in the effort over subsequent trial sets. Furthermore, we observed an increased likelihood for overshooting without feedback (Fig. 4b). With feedback however, there was a substantial reduction in the tendency to overshoot while picking and dropping objects in the correct orientation. Completion rates (Fig. 4c) were comparable within

### Table 1

<table>
<thead>
<tr>
<th>Task No.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_0$</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\Delta d$</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\Delta \theta$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>
trial sets and were within 50% to 75% range without feedback and within 50% to 87.5% with feedback.

IV. DISCUSSION AND CONCLUSION

While the primarily results look promising, a closer look would give greater insights into the effects of feedback (touch and proprioception) and positional effect in prosthesis training. Manipulation of objects that were above the chestline ($d_0 = 1$) were harder to perform. This could likely be due to the limb position effect in the EMG classification. For the same initial position of target object, tasks that required limb rotation, generally took longer to perform in comparison to those tasks which had no relative angular position difference ($\Delta \theta$) between the target and goal objects (task no. 1 vs 3 or 5 vs 6). Relative 2-D position ($\Delta d$) also had an effect on time, with tasks that had the target and goal object along the same levels/heights ($\Delta d = 0$) requiring shorter time to perform than otherwise (task no. 1 vs 2 or 6 vs 8). Task no. 8 took the longest times in both modules of our experiment. This task involved both limb rotation and diagonal movement of the augmented limb. It was challenging for the subjects to perform both limb rotation and diagonal motion of the target object while maintaining muscle tension for the hand close pose. As subjects were required to maintain the hand close grip during tasks, integrated muscular efforts were strongly correlated to task times. Therefore, certain tasks not only took longer but also required greater muscular efforts (Fig. 3). Fatigue likely resulted in reduction in muscular efforts with also an increased tendency to overshoot during trials with no feedback. The vibrotactile feedback, which was designed to assist the subject in closing and opening the hands at the correct orientation provided to be useful. This potential benefit can be attributed to the cueing effect of the feedbacks.

In this work we showed the feasibility of our mixed-modality prosthesis training system and the combined effect of tactile and proprioceptive feedback. Future work could involve multiple grip classes which in turn would enable manipulation with more types of objects (e.g. sphere, pyramid, etc.). Adaptive task sequences can be incorporated to account for muscle fatigue to encourage training for long periods of time. Finally, a long-term experiment to study the effects of feedback in AR training in pre-prosthetic training and vocational rehabilitation will be conducted in the near future.
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