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Abstract—The most probable error events for a long-haul optical communication system using sequence estimation are characterized, and the performance using a modulation code is analyzed. The modulation code is restricted to be a constrained code that enhances the minimum distance between received signal sequences. We investigate several constrained codes used in combination with 4- and 8-state Viterbi algorithms and apply them to a standard noncoherent NRZ system. The improvement using a rate 0.85 code can be as high as 5 dB relative to an uncoded system operating at the same symbol rate. If the coded and uncoded systems are constrained to have the same information rate, a more modest 1 dB improvement can be obtained for specific fiber distances. We also determine the effect of the code on the number of states of the Viterbi algorithm and the sensitivity of the sampling point. Using these codes, the tolerance of the receiver to sampling errors can be increased by a nearly a factor of two for specific distances. The performance improvements that these codes can provide make them attractive candidates when used in conjunction with sequence estimation.
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I. INTRODUCTION

In an optical communication system that uses a square-law detector, the combination of the square-law characteristic and intersymbol interference (ISI) produces a nonlinear channel model for the output electrical signal [1]. Recently, electrical-domain equalization methods have been investigated as an alternative to all optical dispersion compensation, e.g., dispersion-compensating fibers (DCF). Several compensation methods have been proposed for systems using both the phase and amplitude of the signal, e.g., [2]–[7]. For systems that do not use phase such as a typical noncoherent non-return-to-zero (NRZ) systems, effective compensation methods are more difficult to implement. It can be proved that no linear electrical equalizer can completely compensate this nonlinear channel even if the channel is noiseless [8], [9]. Therefore, the performance achieved by electrical equalization techniques for nonlinear optical channels that do not use phase is inferior to equalization that does use phase such as all optical compensation.

An effective solution to control the ISI is to use maximum-likelihood sequence estimation (MLSE), which is the optimal detection and equalization method for minimizing the word error rate (WER) [8]. It appears that MLSE was first suggested to compensate chromatic dispersion in optical fibers in [10], and [11]. The exact signal statistics for a long-haul link containing a single optical pre-amplifier, where the noise is added in the optical domain, was calculated and applied to maximum likelihood sequence estimation for electronic dispersion compensation in [12]. An approximation of the performance of such a system is analyzed in [13]. In [14] high complexity Viterbi algorithms are used to reach 1 040 km on a standard single-mode fiber at 10 Gbit/s.

In addition to improving detection, the overall system can be enhanced by matching the transmitted signal to the channel using coding and/or modulation. These types of codes are called “modulation codes” or “line codes.” Usually, a modulation code is applied in conjunction with an error correction code (ECC), so that the coded data after an ECC is coded again by the modulation code block. Fig. 1 shows a block diagram of a long-haul optical system using both ECC and a modulation code.

Modulation codes are widely implemented in magnetic and optical disc recording and most optical communication systems [15]–[18]. While the ultimate goal of all types of modulation codes is to reduce the BER, different codes use different design criteria to achieve this goal [19]–[22].

Increasing the “distance” between the received points in the signal space is a common design criterion. In the absence of noise, the signal vectors corresponding to a sampled signal sequence form a constellation space. Given the channel statistics, a metric can be defined between each pair of signal vectors and it is commonly referred to as distance^2. Errors occur predominantly between vectors near in distance [8]. A distance-enhancing modulation code chooses and removes a subset of signal vectors to increase the minimum distance.

A constrained code is a modulation code based on a finite state machine, commonly represented by a state diagram or trellis [19]. Constrained codes restrict transitions in a state diagram. In [23] a constrained code was designed for an optical fiber channel to remove the isolated “one” pattern that caused significant errors in a system using a threshold detector. Here,
we extend this result and present a general constrained code design process for a noncoherent NRZ optical channel. In this method, we first characterize the most probable error events and then based on this analysis, we design distance enhancing constrained codes.

Distance enhancing constrained codes increase the distance by specifying a “forbidden list” of code strings whose omission ensures small distance error events do not occur [24, 25]. The technique of generating a constrained code using “forbidden list” can be summarized in three steps [26]. First, the set of most probable input error events, $S$, for the specified channel is determined. Second, a list of forbidden patterns, $Q$, is chosen such that preventing them from being transmitted and received reduces the number of error events in set $S$. Finally, an efficient practical encoder and decoder for this constraint are constructed to avoid the set of patterns in $Q$. For this system, the sequence detector in the receiver is designed to incorporate the channel and code constraints. Therefore, the constraint can reduce the number of sequence detector states relative to the uncoded version.

The rest of the paper is organized as follows. In the next section, a mathematical model for the long-haul optical channel is defined and MLSE at the receiver is characterized without coding. In the Section III, the design of distance-enhancing constrained codes based on a forbidden list of patterns for the nonlinear optical channel is described. In Section IV, the performance of several codes is investigated with respect to key system parameters including effect of sampling shift and the number of states of the MLSE. Finally, the paper concludes with prospects for application of these codes.

II. OPTIMAL DETECTION FOR OPTICAL CHANNEL

In this section, we introduce the mathematical model of the optical channel, the transmitter, and the receiver.

A. Channel Model

The channel used is a noncoherent long-haul optical channel with a square-law detector. The transmitted signal is NRZ with a finite extinction ratio, $ER$, defined as $20\log_{10}(A_{\text{max}}/A_{\text{min}})$.

where $A_{\text{max}}$ is the maximum magnitude of an isolated mark (one) and $A_{\text{min}}$ is the minimum magnitude of an isolated space (zero). For long-haul channels with optical amplifiers, ASE noise caused by amplifiers is the dominant noise. The received signal $r(t)$ is modeled as

$$r(t) = [s(t) \ast \ell(t) + n_\ell(t)] \ast h(t) \ast h_c(t)$$

where $\ast$ is the convolution operator, $s(t)$ is the transmitted signal, $\ell(t)$ is the impulse response of the fiber channel, $n_\ell(t)$ is the complex additive white Gaussian optical amplifier noise (AWGN), $h(t)$ is the optical filter before detector, and $h_c(t)$ is the electrical filter. A block diagram of the channel model is shown in Fig. 1.

The transmitted NRZ signal is

$$s(t) = \max [A_{\text{min}}, \max (A_{\text{max}}, d \ast p(t))] \quad \text{(1)}$$

where $d$ is the discrete transmitted bit sequence and $p(t)$ is the impulse response of the transmitter. A consequence of using NRZ signals is that, in general, the relationship between the transmitted sequence $d$ and the transmitted waveform $s(t)$ is not linear even with respect to the optical field. A typical transmitted eye diagram is shown in Fig. 2(a).

The impulse response of the fiber channel, $\ell(t)$, which is the source of intersymbol interference, is proportional to $\exp(jt^2/(2\beta_2 L))$, where $L$ is the propagation length or the effective fiber length and $\beta_2$ is the dispersion coefficient [27]. We now define the normalized dispersion index (NDI) as

$$\xi = -2\beta_2 L R_b^2.$$ 

The impulse response of the channel, $\ell(t)$, can then be written as

$$\ell(t) = \frac{e^{j\pi/4} \text{sign}(\xi)}{T_b \sqrt{\pi |\xi|}} \exp \left[ -\frac{t}{T_b} \left(\frac{t}{T_b}\right)^2 \right]$$

[28], where $R_b = 1/T_b$ is the symbol or baud rate with typical units of Gsym/s (10^9 symbols/second). The normalized dispersion index $\xi$ is dimensionless and characterizes the ISI. The quadratic dependence of $\xi$ on the symbol rate $R_b$ implies that at a fixed fiber distance, the ISI increases rapidly with respect to the symbol rate.

Similar to other communication channels, the memory length of a channel is defined as the number of neighboring samples...
affected by the interference. We define the memory length as the width of the infinite impulse response that contains 95% of the energy of the transmitted signal. The memory length is then a function of \( \xi \). Table I provides a relationship between \( \xi \), the memory length, and the corresponding length of a standard fiber for a given symbol rate.

In practical systems, \( h_c(t) \) is usually chosen to be a lowpass filter. Here, we assume that it is a rectangular filter given by

\[
h_c(t) = \begin{cases} 
1, & -T_b < t < 0 \\
0, & \text{Otherwise.}
\end{cases}
\]

The sensed electrical signal is convolved with this filter function and then sampled to produce

\[
r_k = r(k + \Delta T_b) = \int_{(k+\Delta)T_b}^{(k+\Delta+1)T_b} [s(t) \ast \ell(t) + n_d(t)] \ast h(t)]^2 dt
\]

where \( k \) is an integer that represents the detected symbol and \(-1 < \Delta < 1\) is the shift of sampling point with respect to the start of the symbol. This normalized range corresponds to the width of the convolution of the sensed electrical signal of approximate width \( T_b \) with the rectangular filter function that also has a width \( T_b \).

To produce a realistic channel model, we extracted the transmitted pulse shape, \( (p_k(t)) \), and optical filter, \( (h(t)) \), from the experimental setup in [29]. The pulse shape \( p_k(t) \) is assumed to be raised cosine, and \( h(t) \) is a Gaussian filter with time-bandwidth product \( B_{3dB}T_b = 3 \), where \( B_{3dB} \) is the 3-dB bandwidth of the filter. Fig. 2 shows the simulated back-to-back eye diagram of the signal \( r(t) \) for this system. The eye drawn in 2(a) corresponds to what would be seen on an oscilloscope for a typical system without the presence of the electrical filter, i.e., point \( \mathbf{A} \) in the Fig. 1. The eye in Fig. 2(b) is the eye after the electrical filter which is used in the detection process, i.e., point \( \mathbf{B} \) in the Fig. 1. The sampling point plays a vital role in the performance of this system [30]. The dependence of the performance of a system on the sampling shift, \( \Delta \), is investigated in Section IV.

### B. Optimal Detection: Maximum Likelihood Sequence Estimation

For an ISI channel, the Viterbi algorithm (VA) is the optimal maximum likelihood sequence estimation (MLSE) receiver when the noise is memoryless and the number of trellis states is large enough to span the memory. The optimal branch metrics of the corresponding trellis are calculated based on the statistics of the channel which is the negative logarithm of the conditional probability distribution function (pdf) of the sampled output of the channel, \( r_k \), given a known transmission sequence, \( d \) [31]

\[
-\log p(r_k|d(r)).
\]

For our channel model with an optical noise-reducing filter before the sensor and a rectangular electrical filter at the receiver, (3) does not have a simple closed form. In [12], [32], and the references therein, the channel is modeled as the sum of parallel chi square channels.

The complexity of the VA grows exponentially in the memory length and thus for long-haul channels with long memory lengths, it is prohibitively complex for high data rate transmission. A practical approach is to use a “reduced-state” VA with the memory length of the corresponding trellis set to be less than the memory length of the channel. In contrast to a “full-complexity” VA, the noiseless outputs for this reduced-state trellis corresponding to each outgoing branch from a state are not identical. The optimal detector for this reduced-state trellis uses branch metrics that are the logarithm of the average of the pdf over all the possible noiseless outputs [33]. An example of the implementation of a reduced-state VA is presented in [14]. We implement our reduced state VA including coding using 8 or less states. This choice is based on the fact that 4-state systems are realizable by state-of-the-art chips [34], and 8-state systems represent practical next generation systems.

Fig. 3 shows the result of the simulated channel model described in this section using a 3-bit analog to digital converter (ADC) and a 4-state Viterbi algorithm. The curves are drawn for two choices of electrical filters: a system without electrical filter, and a system with a rectangular filter. The plots are compared to the results presented in [29]. The simulation results are derived by counting at least 1000 errors at the output. In these plots, it can be seen that the outputs of the simulation are typically within 2 dB of the experimental data. The validation of the channel model to the experimental data with no free parameters to within 2 dB gives us confidence that the simulated results of the effect of coding will be accurate. The results presented in this paper are based on this model and an 8-bit ADC to isolate the effect of coding from the effect of quantizer. The effect of the output rate of quantizers on the performance of a system using MLSE at the receiver has been analyzed in [36].

### III. Distance Enhancing Constrained Codes

In this section, we characterize error events caused at the output of the VA, analyze them, and based on the dominant error patterns, we design constrained modulation codes. As described in Section I, in order to design these codes, the most probable errors that occur when using a MLSE receiver must be identified. This process is called error event characterization.

In many linear communication channels, a concatenation of a partial-response (PR) equalizer and a sequence detector is used in the receiver. The first block equalizes the channel to a known channel which is not necessarily a channel with all the ISI removed, and thus is called a PR equalizer. The second block is then designed based on the known statistics of the equalized channel. Most of the analysis and code designs in the literature are based on known PR channel models. The main purpose of

<table>
<thead>
<tr>
<th>Table I: Relationship Between ( \xi ), the Memory Length, and the Corresponding Length of the Fiber for a Channel With the Group Velocity Dispersion ( D = 17 \text{ ps/(nm km)} ) and Symbol Rate ( R_b = 10.7 \text{ GSYM/s} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \xi )</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>0.5</td>
</tr>
<tr>
<td>0.85</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>1.5</td>
</tr>
<tr>
<td>2</td>
</tr>
</tbody>
</table>
the equalization process is to have a deterministic output regardless of changes within the channel. The MLSE process can then be optimized for this deterministic channel. However, for a nonlinear channel this is not practical because no known equalizer can completely equalize the channel to a known channel model. Therefore, we investigate the properties of MLSE on unequalized channels.

A. Error Characterization

For linear AWGN channels, there is an algorithm to characterize the error events, i.e., determining the pairs of input sequences resulting in a specific distance at the channel output [37]. This algorithm works in cases where the probability of an error sequence is a function of the absolute difference of the transmitted, \( d \), and detected, \( d' \), sequences, i.e., \( |d - d'| \). For this class of channels, the Euclidean distance of the output sequences is a suitable metric for determining the most probable error events and is a function of only the difference \( |d - d'| \). However, for the nonlinear optical channel model, the distance metric defined in (3) does not have a closed-form expression and is dependent on the ordered pair \((d, d')\) and not the difference \( |d - d'| \). Specifically, the probability of sending \( d \) and detecting \( d' \) is not equal to the reverse occurrence. Therefore, the standard algorithm that is applicable to linear channels cannot be applied to our channel. The most straightforward approach for finding dominant error events is then a full scale numerical search.

Typical results of a numerical search for the most probable error events for the channel model in (2) are shown in Table II for \( \xi = 0.85 \) at BER = \( 10^{-3} \). The choice of BER = \( 10^{-3} \) is consistent with the the ECC threshold for fiber optic communication systems according to the ITU guidelines [38]. In this table, each row represents two sequences of bits, their difference, and the probability of sending one sequence and detecting the other. In the column showing the difference “\( n \)” represents no change, “+” represents transmitting a zero and detecting a 1, and “-” represents transmitting a 1 and detecting a zero. \( P = -\log_{10}(BER) \) of the Error Event

\[ P > 5 \text{ or error length} > 11 \] \[ \text{Tot. Prob.} < 10^{-3.4} \]

Fig. 3. Comparison of simulation results based on the channel model in (2) and the experimental data presented at [29], using 4-state Viterbi algorithm and 3-bit ADC.

<table>
<thead>
<tr>
<th>( d )</th>
<th>( d' )</th>
<th>Difference</th>
<th>( P )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100100</td>
<td>101000</td>
<td>( nn + \overline{nn} )</td>
</tr>
<tr>
<td>2</td>
<td>010100</td>
<td>011100</td>
<td>( nn + nn )</td>
</tr>
<tr>
<td>3</td>
<td>100101</td>
<td>101011</td>
<td>( nn + \overline{nn} + nn )</td>
</tr>
<tr>
<td>4</td>
<td>011110</td>
<td>010110</td>
<td>( nn + \overline{nn} )</td>
</tr>
<tr>
<td>5</td>
<td>110100</td>
<td>111000</td>
<td>( nn + nn )</td>
</tr>
<tr>
<td>6</td>
<td>111110</td>
<td>110101</td>
<td>( nn + \overline{nn} )</td>
</tr>
<tr>
<td>7</td>
<td>1001010</td>
<td>1010100</td>
<td>( nn + \overline{nn} + nn )</td>
</tr>
<tr>
<td>8</td>
<td>0101001</td>
<td>0111001</td>
<td>( nn + nn + nn )</td>
</tr>
<tr>
<td>9</td>
<td>100101001</td>
<td>101010101</td>
<td>( nn + \overline{nn} + \overline{nn} + nn )</td>
</tr>
<tr>
<td>10</td>
<td>101010</td>
<td>100110</td>
<td>( nn + nn )</td>
</tr>
<tr>
<td>11</td>
<td>110111</td>
<td>1010111</td>
<td>( nn + \overline{nn} )</td>
</tr>
<tr>
<td>12</td>
<td>0001000</td>
<td>0101000</td>
<td>( nn + \overline{nn} )</td>
</tr>
<tr>
<td>13</td>
<td>010100</td>
<td>010010</td>
<td>( nn + nn )</td>
</tr>
<tr>
<td>14</td>
<td>0010001</td>
<td>0010101</td>
<td>( nn + \overline{nn} + nn )</td>
</tr>
<tr>
<td>15</td>
<td>0101001</td>
<td>0111001</td>
<td>( nn + \overline{nn} )</td>
</tr>
<tr>
<td>16</td>
<td>100101</td>
<td>101001</td>
<td>( nn + \overline{nn} )</td>
</tr>
<tr>
<td>17</td>
<td>110101</td>
<td>101101</td>
<td>( nn + \overline{nn} )</td>
</tr>
<tr>
<td>18</td>
<td>011101</td>
<td>011010</td>
<td>( nn + nn )</td>
</tr>
<tr>
<td>19</td>
<td>100101001</td>
<td>101010001</td>
<td>( nn + \overline{nn} + nn )</td>
</tr>
<tr>
<td>20</td>
<td>1010101</td>
<td>1010011</td>
<td>( nn + \overline{nn} )</td>
</tr>
<tr>
<td>21</td>
<td>110101</td>
<td>110110</td>
<td>( nn + nn )</td>
</tr>
<tr>
<td>22</td>
<td>111000</td>
<td>111000</td>
<td>( nn + nn )</td>
</tr>
<tr>
<td>23</td>
<td>111011</td>
<td>111101</td>
<td>( nn + \overline{nn} )</td>
</tr>
<tr>
<td>24</td>
<td>111110</td>
<td>111010</td>
<td>( nn + \overline{nn} )</td>
</tr>
<tr>
<td>25</td>
<td>1101010</td>
<td>1101110</td>
<td>( nn + \overline{nn} )</td>
</tr>
</tbody>
</table>

As described in Section II-, the memory length of the channel is monotonically increasing with \( \xi \). Therefore, the behavior of the error events changes as \( \xi \) changes, which occurs if either the fiber length or data rate change. In Table III, probable error events are listed for four values of \( \xi \). To avoid long lists, the error events are grouped based on their difference. Therefore, all error events with differences \( \pm (\delta) \) are grouped under one error event class \( \delta \), since they contain same pairs of sequences. For example, all error events with the differences \( \delta = nn + +nn \) or \( -\delta = -nn + \overline{nn} + nn \) are grouped under one error event class \( \delta = nn + \overline{nn} + nn \). We again note that because the channel is nonlinear, all errors in one class are not equiprobable. The error probability for each class in this table is the total bit error probability caused by the corresponding error events. The classes which have a total probability of less than \( 10^{-5} \) are also not listed. The grouping of error events into classes implies that some classes listed in Table III are not present in Table II.
because the BER of the total class is greater than $10^{-5}$, while none of the individual error events within the class is greater than $10^{-5}$.

For small values of $\xi$, shorter error events have a higher probability of occurrence. For these cases, the general error pattern is alternating plus and minus signs. This indicates that most of the sequences causing errors contain at least one of the patterns 101 or 010 corresponding to an isolated mark or space. These patterns are similar to the error patterns seen in the linear $(1 + D)$ PR channel [37].

For higher values of $\xi$, the next most common patterns, besides alternating plus and minus are $++\rightarrow -$, $+-\rightarrow +$, $--\rightarrow -$, or $+\rightarrow +$. These patterns correspond to sequences containing the patterns 1001 or 0110 which are isolated double-mark or double-space.

### B. Forbidden List of Patterns

There is no unique set of forbidden patterns to reduce the BER to a desired level. However, some constraints will limit the selection process. The main issue is the capacity of the constraint, $C$, which is an upper limit for the rate of the code, $\rho$, designed for the constraint [39]. Code rate is the amount of information sent for each transmitted binary symbol. The capacity of a finite state constraint can be calculated by the corresponding state diagram [39], [19]. Assume that the state diagram of a constraint has $N$ states. The adjacency matrix of this diagram is $A = [a_{ij}]$, $i, j = 1 \cdots N$, where $a_{ij}$ is the number of edges (transitions) starting at state $i$ and ending at state $j$. The capacity of the constraint is equal to the $C = \log_2 \lambda$, where $\lambda$ is the maximum eigenvalue of $A$.

Another concern in the selection of a forbidden list is the size of the corresponding state diagram. To avoid receiving forbidden patterns, the VA at the receiver should use a trellis based on the state diagram of the constraint. Therefore, restrictions in the number of states are translated to restrictions on the number and length of the forbidden patterns. For example, for a receiver with memory length 2, i.e., a 4-state trellis, the receiver can not process a received signal sequence longer than 3 symbols. Therefore, for this trellis, the maximum length of forbidden patterns can not exceed 3.

In this paper, we use four different forbidden lists, shown in Table IV, for the optical channel in (2). Constraints $A$, $B$, and $C$ are based on a 4-state VA and support a channel with memory length 2. These constraints have capacities of 0.69, 0.79, and 0.879, respectively. Constraint $A$ forbids patterns 101 and 010 from the whole sequence, while constraint $B$ forbids these patterns starting at even positions in the sequence. For constraint $C$, the pattern 101 starting at even positions and 010 starting at odd positions are forbidden. Constraint $D$ with capacity 0.916 is designed for VA trellises supporting a memory length of 3, i.e., using eight states, and forbids the patterns 1010 and 0101 at the even positions of the sequence.

### C. Method of Coding

For a given constraint, there are different encoding methods that map the information sequences into coded sequences. The coding rate is upper-bounded by the capacity imposed by the constraint. For systems working at high rates, e.g., optical systems, simplicity is a critical issue in designing the encoders and decoders. Block codes using look-up tables for encoding and decoding are relatively simple codes. However, finding high rate block codes based on a constraint can be difficult. Bit stuffing [40], [41] is another method of code mapping, which produces a coding rate close to the capacity of the constraint. The main drawback of this method is that it produces variable-length coded sequences, which cause error propagation at the output of the decoder and some practical problems in the implementation of the code. Solutions exist to overcome these problems by producing fixed rate bit stuffing encoders [42], or
changing the order of the inner and outer codes for the encoders and decoders, i.e., the modulation code and the error correction code [43]–[45]. However, the cost of all of these solutions is the coding rate. To remove these issues from the analysis, we restrict our results to the error rate before the decoder, as is a standard practice [19]. Noting that not including the decoder can bias the error rates. As an example, if the target is set to be $10^{-3}$ after the decoder, for code $B$ the OSNR increases less than 1 dB. For codes that use bit-stuffing, the decoder causes insertion-deletion errors.

Each of the forbidden lists of patterns illustrated in Table IV used a different coding method. For constraints $B$ and $D$, simple block codes of rates $3/4$ and $8/9$, respectively, designed in [46], [47], were used. These codes assume a non-return-to-zero inverted (NRZI) format while the transmission in our channel model is NRZ. Therefore, after the encoder, the format of the transmitted signal changes. The NRZ format discrete data sequence $d_{NRZ}$ can be generated from the NRZI format sequence $d_{NRZI}$ using the rule $d_{NRZI}^{NRZ} = d_{NRZI} + d_{NRZI}(\bmod 2)$. Block codes $B$ and $D$ are designed such that, in addition to distance-enhancing characteristics, they forbid transmitted runs of ones or zeros longer than 7 and 12 for NRZ data for the codes $B$ and $D$, respectively. For codes $A$ and $C$, bit-stuffing is used. The encoders for bit-stuffing add one extra 0 after the pattern 10 where 101 is unwanted and an extra 1 after the pattern 01 where 010 is unwanted. The codes designed for constraints $A$ and $C$ have the average rates of 0.66 and 0.856. For all codes listed in Table IV the probabilities of the bits 0 and 1 at the output of the decoder are equal given they are equiprobable at the input.

IV. RESULTS

The dominant error events depend on several system parameters including $\xi$, the sampling time $\Delta$, and the number of states used in the VA. In this section, we investigate the dependence of error events on these three parameters based on the channel model described at (Section II-A).

A. Normalized Dispersion Index, $\xi$

Figs. 4–7 show the behavior of the performance of the VA and codes with respect to the changes in the parameter $\xi$. The graphs show the required optical signal-to-noise ratio (OSNR) to reach a BER of $10^{-3}$ for different values of $\xi$. Fig. 4 is the performance of the uncoded system using either a 4-, 8-, 16-, or 64-state VA. For uncoded systems, the transmitted symbols are information bits and the units Gbit/s and Gsym/s are synonymous. In this figure, the performance of the reduced-state VAs is compared to the full-complexity VA. For $\xi < 2.2$, 95% of the energy of the transmitted symbol is spread within the 6 neighboring symbols. Therefore, the VA with 64 state can be considered as full-complexity VA. As it can be seen, the 8-state...
receiver does not perform significantly better than the 4-state, while the performance of 16- and 64-state VA at values of $\xi$ higher than 1.8 shows significant improvement. The difference in the performance can be explained by examining the memory length as a function of $\xi$ relative to the memory span for the VA. For $\xi = 1.8$, 87% of the energy is within the 4 neighboring symbol periods while only 77% is within the 3 neighboring symbols. The additional 10% of energy collected by the 16-state VA causes a significant improvement because this energy is not collected by the 8-state system and thus acts as additional interference producing a degradation in performance. For comparison, when $\xi = 0.9$, there is less than 2 dB difference in performance between a 4-, 8-, 16-, and 64-state VA. In this case, the percentage of the collected energy in the neighboring 2, 3, 4, and 6 symbols are 86%, 94%, 98%, and greater than 99% and all four systems operate with approximately the same performance.

For each channel model with given parameters, there is an optimum sampling position, $\Delta$. In Section IV-C, it is shown that the optimum sampling positions vary with changes in the value of $\xi$. Although, increasing $\xi$ increases the memory length and typically would increase the required OSNR, for some ranges of $\xi$ the required OSNR does not increase significantly, or even decreases. This behavior is the result of small shifts in the optimum sampling positions while $\xi$ increases and is consistent with other results presented in the literature (cf. [48, Fig. 15]). Similar effects also occur for coded systems presented next.

Figs. 5 and 6 show the performance of the uncoded and coded systems with a 4-state VA using codes $A$, $B$, and $C$ before the decoder. Fig. 5 shows the comparison based on the assumption that the symbol rates are equal for all systems. It can be seen that the codes can produce significant improvement in the required OSNR at a fixed value of $\xi$. For example, this improvement can be as high as 5 dB for code $C$ at $\xi = 1.7$. The improvement in the performance can also be measured as the increase in the achievable fiber distance for a fixed OSNR. For example, using code $C$ at OSNR=16 dB, the fiber distance increases by 53% or 120 km at $R_b = 10.7$ Gsym/s.

While all the curves in Fig. 5 have the same symbol rate, their transmission information rates vary because the code rates are different. To compare systems with equal information rates, the symbol rates of each of the systems are rescaled by the code rate. For example, for the system using code $C$, with a code rate $p = 0.85$, the symbol rate is increased to $R_b = 10.7/0.85 = 12.6$ Gsym/s. Fig. 6 rescales each of the curves in Fig. 5 by the corresponding code rate so that the information rate is equal for all systems as a function of fiber distance. However, since the symbol rate is now different for each code and $\xi$ depends on the symbol rate, there is no longer a fixed relationship between the fiber distance, $L$, and $\xi$ as there was in Fig. 5. It can be seen that if the system can tolerate the reduction in information rate by using codes, then for a fixed OSNR, significantly longer fiber lengths can be reached. However, if the reduction in information rate can not be tolerated and the system uses a higher symbol rate to achieve the same information rate, then for different fiber lengths, there is a significant reduction in performance. For the best cases, the coded systems show about a 1 dB improvement at specific distances. Code $A$ shows an improvement in the range of fiber lengths less than 123 km, code $B$ between 180 km and 230 km, and code $C$ between 205 km and 250 km.

To study a higher rate constraint, code $D$, in Table IV, with rate 0.89 and longer forbidden patterns was tested. Fig. 7 compares the performance of uncoded and coded 8-state trellis for both fixed symbol and information rates using code $D$. It can be seen that the coded system with the symbol rate of 12 Gsym/s enhances the performance of 8-state trellis up to 0.5 dB for fiber distances less than 245 km. Compared to the best performance of the three 4-state codes, code $D$ performs at most 1 dB better, reaching the best improvement at the fiber distance of 210 km.

### B. Number of States

Another parameter which has a significant effect on the distribution of errors and the effectiveness of the code is the number of states.
of states of the trellis. Table V lists the dominant error events of a system with $\xi = 1.49$ using a 16-state VA at the receiver. Comparison with the corresponding list in Table III shows that the error events can be grouped in fewer classes for the 16-state VA relative to the 4-state VA. Consider that for $\xi = 1.49$, only 72% of the energy of a symbol can be captured from the two neighboring symbols. Therefore, a 4-state VA treats the remaining 28% of the energy, which is spread over other symbols, as interference. Consequently, because the dominant error events lists are different for systems using different Viterbi receivers, the improvement in the performance of the systems is different. For example, the improvement of the system with a 16-state VA using code C can be seen in the range of the optical distances of 140 km to 205 km with about 1 dB at the best case while the Fig. 6 implies that the same code with the 4-state VA improves the system performance for the fiber distances of 200 km to 250 km.

### C. Optimum Sampling Point

As mentioned in Section II.A, an optimum sampling position, $\Delta_{\text{opt}}$, exists at the receiver to achieve the best performance. The performance demonstrated in Sections III-A and IV are based on the optimum value of $\Delta$. In this section, we determine the sensitivity of the performance as a function of $\Delta$. Fig. 8 plots the BER versus $\Delta$ for several values of $\xi$. The OSNR for each value of $\xi$ is chosen such that the BER at the optimum sampling point ($\Delta_{\text{opt}}$) is equal to $10^{-3}$. In this graph, $\Delta = 0$ represents the sample $r_k$ generated by the integration of the signal over the time period corresponding to the desired symbol, while $\Delta = 0.5$ represents the sample $r_k$ generated by an integration interval that corresponds to half of the desired symbol and half of the next symbol. The performance is, therefore, symmetric about $\Delta = 0$ and the graph is shown for only $0 < \Delta < 1$.

The graph indicates that $\Delta_{\text{opt}}$ is a strong function of $\xi$. The optimum sampling point for lower values of $\xi$ is at the cross-over point of the eye, $\Delta_{\text{opt}} = 0.5$, as shown in 9(a). The fact that the optimal sampling point is at the cross-over point is a direct consequence of the electrical filter which shifts the unfiltered eye shown in Fig. 2 by a half symbol period for small values of $\xi$. As $\xi$ increases, $\Delta_{\text{opt}}$ shifts to the center of the eye, $\Delta_{\text{opt}} = 1$. This effect can be intuitively justified by looking at Fig. 9 which illustrates the eye diagrams for different values of $\xi$ after electrical filtering, i.e., point B in the Fig. 1. In these eye diagrams, arrows show the widest opening in the eye. Comparing to the results shown Fig. 8, these arrows are exactly located at the optimum sampling points of the corresponding systems. For example, the maximum opening shown in Fig. 9(c), for $\xi = 1.70$ occurs at the normalized time corresponding to $\Delta = 0$, which in Fig. 8, is the sampling position that produce the minimum BER for the system.

We now define the sampling range tolerance, $TR$, $0 < TR < 2$, as the continuous range of $\Delta$ for which BER is less than $2 \times 10^{-3}$. Large values of $TR$ indicate more tolerance to sampling errors. For example, for $TR = 1.5$, the BER $< 2 \times 10^{-3}$, if the sampling occurs anywhere within 1.5 symbol intervals. The reason the sampling range tolerance can be larger than a symbol interval is again a consequence of the fact that the width of the convolution of the sensed electrical signal over $T_k$ with the rectangular filter function that also has a width $T_k$ is at least $2T_k$. Fig. 8 shows the largest value of the sampling range, $TR = 1.8$, occurs when the dispersion is low and $\xi = 0.43$. For larger values of $\xi$, TR decreases, as expected, and the BER becomes more sensitive to the sampling point. When $\xi < 1.5$, there are only small changes in the ordering of the most probable error events when the sampling point shifts within the sampling tolerance range defined for BER $< 2 \times 10^{-3}$. Therefore, for this range of parameters, the constrained codes studied are reasonably robust with respect to the sampling point.

Fig. 10 shows $TR$ for 4-state uncoded and coded systems operating at the same information rate. For these systems, the symbol rates are not equal and thus the timing tolerance is expressed in absolute time units using $TR \times T_k$. The sampling tolerance improves from approximately 40 ps for the uncoded system to at most 100 ps for coded systems at specific ranges. For example, at $L = 125$ km, using code B produces a two-fold

### Table V

<table>
<thead>
<tr>
<th>Error Event Class</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 $n_m n - n + n_m n$</td>
<td>3.39</td>
</tr>
<tr>
<td>2 $n_m n + n - n_m n$</td>
<td>3.72</td>
</tr>
<tr>
<td>3 $n_m n + n_m n$</td>
<td>3.8</td>
</tr>
<tr>
<td>4 $n_m n + n - n_m n$</td>
<td>4.55</td>
</tr>
<tr>
<td>5 $n_m n + n - n_m n$</td>
<td>4.57</td>
</tr>
<tr>
<td>6 $n_m n + n - n + n_m n$</td>
<td>4.85</td>
</tr>
</tbody>
</table>

$P > 5$ or error length $> 14$ Tot. Prob. $= 10^{-3.7}$

Fig. 9. Eye diagrams of the received signals after electrical filter (point B in Fig. 1) for systems with: (a) $\xi = 0.43$, (b) $\xi = 0.85$, (c) $\xi = 1.70$. The arrows show widest opening of the eye.
improvement increasing $TR \times T_b$ from 35 ps to 80 ps. If the systems are operated at the same symbol rate, then the improvement is more dramatic. For example, code $B$ increases TR to 2, 0.9, and 0.5 at $\xi = 0.64, 1.27,$ and 1.70 respectively. For the uncoded system, the equivalent values determined from Fig. 8 are 0.375, 0.4, and 0.1, respectively. For $\xi = 1.70$, this represents over a five-fold improvement in the sampling tolerance. These results show that, in addition to the distance-enhancing characteristic, the constrained codes can improve the system performance by increasing the robustness of the detector with respect to the sampling errors. Intuitively, the use of these codes opens the eye more horizontally than vertically. This improves the tolerance of the system to sampling error and timing jitter. Timing recovery is an important issue which adds complexity to the receiver [49]–[51]. Our results indicate that using a constrained code can reduce the complexity of the timing recovery process for specific distances.

V. CONCLUSION

Detection based on a combination of a reduced-state sequence estimation algorithm and constrained coding can improve both the bit error rate, as well as the robustness of the system to sampling errors for a realistic long-haul fiber channel that has nonlinear ISI. This is a low cost approach to combat ISI for systems of several hundred kilometers. Other approaches may be more applicable at longer distances. The generation of a forbidden list of patterns to incorporate into the code as well as several specific codes was presented. These codes can also incorporate other features such as run-length limits. The improvement depends on the code, the fiber distance, and the symbol rate. For systems with a fixed symbol rate, the coding gain can approach 5 dB relative to the uncoded system for a rate 0.85 code. This improvement can be useful for systems with a fixed symbol rate when the loss of 15% in the information rate is acceptable. In this case, these simple codes can provide longer reach. For fixed information rate systems with varying symbol rates, the quadratic dependence of normalized system memory $\xi$ with respect to the symbol rate reduces the gain to the point where there is only a modest improvement in the error performance over specific distances. However, this improvement is achieved using a very simple encoder and decoder. The improvement with respect to sampling errors is more pronounced. The tolerance to sampling errors can be improved by a factor of 2 for systems operating at the same information rate and over 5 times for systems operating at the same symbol rate. This improves the timing recovery process and reduces the effect of jitter on the BER. The two attributes of improving the BER and increasing the tolerance to sampling errors make these codes attractive candidates for applications when one of these improvements is required. For a specific distance simultaneously achieving both a reduction in error rate and improving timing performance requires further investigation. These codes are used in conjunction with sequence estimation and are compatible with existing electronic compensation technology. We believe this is the first error characterization and analysis of constrained codes for a nonlinear optical ISI channels. This study, also, provides a framework for further investigations in the area of modulation coding for optical channels.
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