NEURAL PROSTHESES

1. INTRODUCTION

It is estimated that there are more than 1.3 million Americans living with some form of limb loss (1), and more than 5.4 million Americans living with paralysis (2). Together, these two groups represent more than 2% of the total US population. There are also approximately half a billion people worldwide (6–8% of the population) who suffer from disabling hearing loss (3) and over 2 million Americans living with age-related macular degeneration (AMD), which causes visual impairment (4). These statistics serve to justify the need for neurotechnologies such as neural prostheses, which are devices that can restore physiological motor functionality or sensation to users. Most recipients of a neural prosthesis suffer from damage to at least one motor or sensory pathway that inhibits their natural function (Figure 1). Whether an individual is suffering from lost limb function or the ability to see, a neural prosthesis combines physiological processes and engineering concepts to create a functional replacement.

Neural motor prosthesis control is an area of active research devoted to aiding those with lost limb function to utilize their functioning neural transmission pathways for direct control of robotic limbs (5–7). Neural prostheses that provide sensory feedback are also an active area of research ranging from restoration of hearing (8), vision (9), and touch (10). Traditional neural prosthesis examples include implants for replacing functionality in the cochlea or the retina. More recently, neurotechnology advancements have made restoring both movement and the sense of touch in upper limb amputees a reality.

In this article, we outline the building blocks and fundamental components of neural prostheses followed by in-depth discussions and scenarios of motor and sensory devices. We address the engineering and physiological challenges in both forward control and sensory feedback, and we provide examples of how novel research contributions have transformed the technology and approaches used in state-of-the-art neural prostheses. We conclude this article with a look at some of the challenges faced by current and future researchers in creating even more functional and realistic devices.

2. FUNDAMENTALS OF NEURAL PROSTHESES

The typical components of a neural prosthesis can be classified based on the purpose and function. In these devices, there is always (i) a sensor or electrode interface with the nervous system to record or output signal data, (ii) a processing unit to handle data transfer, which also includes an encoding and/or decoding algorithm to transform the data into meaningful output signals, and (iii) an interface with an external device, such as a robotic limb or sensor (Figure 2). An additional component commonly found in neural prostheses is hardware for wireless data and power transfer among the neural interface, the processing unit, and the external device or sensors. These components can be further defined based on the type of targeted neural function such as forward motor control for limb movement or sensory feedback to restore neural perceptions. The primary difference between motor and sensory prostheses is that for motor prostheses, the neural interface captures a user’s intent by measuring physiological signals, but in sensory prostheses, the stimulation occurs at the neural interface to provide perception. Because of this difference, the information flow (i.e., the direction of signals) is reversed for the individual devices. In forward (i.e., motor) prosthetic devices, neural signals commonly captured by electrodes and signal conditioning circuits go from the nervous system to an external device, such as a robotic hand. In feedback (i.e., sensory) devices, a signal from the sensors on a prosthesis, such as tactile sensors, relay the sensor data back to the user’s nervous system. It should be noted that in some cases sensory feedback can be sent to the processing unit for some automated control, such as in a reflex pathway to prevent object slip during grasping or even pain. Regardless, the key components of the system remain (sensor, processor, algorithm, and wireless data transfer). For bidirectional neural prostheses, specifically upper limb devices, the combination of forward control with feedback presents additional challenges for both hardware and algorithms for processing and transferring signals.

2.1. Neural Interface

In both the cases of motor and sensory prostheses, the neural interface can be at the cortical level, including cranial nerves; the spinal cord level; or peripheral level of the nervous system, each bringing their own advantages and problems. At the cortical and peripheral levels, the interface can either record from or stimulate the nervous system. An important note is that typical neural interfaces to the spinal cord aim to stimulate either motor or sensory pathways. Physiological signals for motor control are usually not recorded from the spinal cord for decoding and moving an external limb due to limitations on the ability to record signals for more than a few months using piercing microelectrode arrays (MEA) and the inability to access specific motor tracts using surface electrodes (11). However, motor pathways in the spinal cord can be stimulated to create limb movement if the corresponding pathways are still intact, such as in high-level spinal cord injury (SCI) (12, 13).

At the cortical level, electrode arrays can be placed on the surface of the scalp for electroencephalography (EEG) (Figure 3a), and penetrating MEAs can target neurons in the brain and record action potentials. One commonly used MEA is the high-density Utah slanted electrode array (HD-USEA), with up to 90 individual electrodes that can target neurons below the surface of the cortex (14) (Figure 3b). Electrodes can also be placed on the surface of the brain directly for electrocorticography (ECoG) (15) (Figure 3c). While EEG arrays are typically used for recording population signals from the brain, ECoG and
Figure 1. The human nervous system contains both motor and sensory pathways. (a) Voluntary body movement intent originates at the cortical level and then descends through the spinal cord and peripheral nerves to muscles. Sensory receptors throughout the body capture external information and provide feedback through ascending pathways. (b) At the cortical level, motor and sensory information is represented in different cortices of the brain. For neural prostheses, the primary motor cortex (M1) is of interest for accessing and decoding intended movement, while somatosensory (S1), visual, and auditory cortices contain regions for accessing and encoding feedback. Together, the motor and sensory pathways form a continuous cycle of feedback to improve efficiency and functionality in our daily lives.

Figure 2. The fundamental components of neural prostheses include a neural interface, a processing unit to interpret the signal, and an external device such as a prosthetic hand with a touch sensor. Together, these make up the neural prosthesis, which connects to the nervous system and aims to restore motor, sensory, and even cognitive functionality. Common devices include cochlear implants, visual prostheses, and prosthetic limbs. Whether providing sensory perception (vision, hearing, touch, etc.) or forward control (limb movement), a neural prosthesis can have a significant impact on improving functionality. The external device can provide movement (motor prosthesis) or be a sensor for capturing perception (sensory prosthesis). A bidirectional neural prosthesis, such as a prosthetic arm, includes pathways for both feedforward control and sensory feedback to the user’s nervous system.

penetrating MEAs can be used for stimulating or recording from neurons. In the spinal cord, epidural stimulation using surface electrodes is often used to manage pain, but this technique can also be used to elicit limb movements (12). Microwires and penetrating MEAs can also be used to stimulate the spinal cord for providing motor movements in intact limbs (12) or for activating afferent neurons for sensory feedback (18). Microwires, nerve cuffs, penetrating microelectrodes, and noninvasive electrodes on the surface of the skin can be used for interfacing with the peripheral nervous system (PNS). At the peripheral interface, the electrodes can be used to record muscle activity from electromyography (EMG) for motor control or to stimulate peripheral nerves for sensory feedback (Figure 3d). In addition to cuff electrodes that wrap around and stimulate an entire peripheral nerve (Figure 3e), there are also specialized electrodes for sensory feedback, namely the longitudinally implanted intrafascicular electrode (LIFE), which penetrates the nerve to target a single fascicle (19) (Figure 3f); the transverse intrafascicular multichannel electrode (TIME), which penetrates the nerve and targets multiple fascicles (16) (Figure 3g); and the flat interface nerve electrode (FINE), which increases the surface area of target fascicles and moves central axons within the fascicle closer to the surface of the nerve (20).

More recently, novel electrode designs, including split rings and flexible ribbons, have been developed to provide better access to the peripheral nerves (17, 21) (Figure 3h). Researchers have also created microwire electrodes using carbon nanotube yarns to achieve diameters of 10 μm, making them suitable for reducing nerve damage and inflammation due to their small size as well as interfacing with small nerve bundles (100–300 μm) (22). Advances in materials have led to neural interfaces that are conformal and biocompatible to help reduce inflammatory responses (23). Electrodes have also been developed that are smaller, more dense (24), and more flexible (25). Although we provide a brief introduction in this article, a more detailed discussion of electrodes for neural interfacing, including material considerations, can be found in (26, 27), and a review of implantable technology for stimulation can be found in (28).

Sensory feedback through the neural interfacing can be achieved using either constant voltage or constant current stimulation strategies (29); however, it is worth
noting that mechanical stimulation can also be provided to peripheral nerves to elicit sensory feedback as we will discuss in more detail later (30). More recent approaches to neural stimulation also include optical (31) and optogenetic techniques to provide sensory feedback (32) and stimulate motor neurons in the PNS (33) and CNS (34). A more thorough discussion of these optical stimulation techniques can be found in (35). An overview of the type of signals captured by the various neural interfaces discussed in this section can be found in (36).

Figure 3. Modalities for neural interfacing. (a) EEG electrodes for noninvasive recording from the scalp. (b) Penetrating high-density Utah slanted electrode array (HD-USEA) used for recording or stimulating at cortical, spinal cord, and peripheral levels. Source: Reproduced from (14) under the Creative Commons Attribution (CC-BY) license. (c) ECoG electrode array for cortex-surface recording or stimulating. Source: Reproduced from (15) under the CC-BY license. (d) Surface electrodes for measuring EMG or providing transcutaneous peripheral nerve stimulation. EMG signals can also be obtained intramuscularly using implanted fine wires. (e–h) Electrodes for peripheral nerve stimulation. (e) Standard cuff electrode wrapped around a nerve, (f) a LIFE activating a single fascicle within the nerve, and (g) a TIME activating multiple fascicles within the nerve. Source: Reproduced with permission from (16), © 2010 Elsevier. (h) More recent developments have led to flexible stimulating electrode that can wrap around a nerve bundle. Source: Reproduced from (17) with permission from Wiley, © 2015 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim.

Figure 4. General system block diagram for a neural prosthesis, including forward motor control and sensory feedback. The processing unit contains elements for signal amplification and filtering, wireless data transfer, decoding and encoding algorithms, and an interface to external devices and sensors.

2.2. Processing Unit

The processing unit of a neural prosthesis is made up of several key components including signal amplifiers and filters, an analog-to-digital converter (ADC), a signal processor or microprocessor, and encoding or decoding algorithms for interpreting neural and sensor signals (37) (Figure 4). For this article, we will also consider hardware for wireless data and power transfer between the processor and external devices, such as a robotic arm or implanted electrodes, as part of the processing unit. A neural signal requires specifically designed biopotential amplifiers and filters because the bandwidth and amplitude of a neural signal depend on the electrode type being used (i.e., EEG, ECoG, EMG, and spikes) as well as the location of biopotential acquisition, but, in general, neural signals require amplifiers with high gain and low noise (38). The hardware for stimulation can be thought of as a component within the processing unit, although they may be separated physically.

2.2.1. Wireless Data and Power Transfer. There is no explicit requirement for wireless data and power transfer, but it is common for the external device or sensor to be physically detached from the processing unit. However, a major benefit of wireless data and power transfer is that the physical detachment of systems can help reduce infection by avoiding breaking the skin with penetrating wires. Wireless protocols such as Bluetooth allow data transfer between a central processing unit and external devices such as robotic arms, sensors, or a PC. Wireless protocols impose limits on data transfer bandwidth while also requiring additional power considerations. Neural implants with wireless data transfer often rely on implanted power sources and communicate with non-implemented processing units with external power supplies (39). For smaller implants or devices with less power requirements, wireless power transfer is a viable option to eliminate the need to implant a power source. An example of this is the cochlear implant where an external microphone is placed outside of the body on or behind the ear, and a wireless connection is made through the skull to an implanted receiver, microprocessor, and stimulator (8). In a cochlear implant, the stimulator is powered wirelessly using a magnetically coupled coil pair with
the transmitting coil in the external unit. This near-field resonant inductive coupling (NRIC) strategy utilizes electromagnetic induction and is one of the most common and widely used methods of wireless power transfer. Other examples of wireless power transfer include near-field capacitive coupling, which works based on two conductors and electric field coupling (40). Another strategy using ultrasonic energy transfer enables wireless power transfer to implants a few centimeters away (41), whereas more recent mid- and far-field wireless power transfer strategies can power microimplants up to 5 cm away, but not without limitations on the amount of power being supplied (i.e., <5 mW) (42, 43). For a full review and discussion on wireless power transfer strategies for implants, see Reference 44.

2.2.2. Encoding and Decoding Algorithms. The encoding and decoding algorithms for a neural prosthesis, which are part of the signal processor in Figure 4, are crucial for the functionality and efficacy of the system. Algorithms can be designed to determine intent (i.e., decode), such as limb movement, or they can transform a sensory signal (i.e., encode), such as touch, to be passed back to the user's nervous system. In either case, the algorithms are implemented either in the software directly on a microprocessor or PC, or in the hardware as customized circuits. Most neural prostheses utilize a microprocessor PC for decoding and encoding algorithms due to increased flexibility and ease of implementation. However, an example of hardware implementation is a spike detection algorithm based on changes in neural signal energy above noise levels (45). Another example is a neurostimulation array with on-chip current steering and charge balancing (46). For a more thorough review of very-large-scale integration (VLSI) circuit implementations for neural systems, see Reference 47.

2.3. External Hardware Interface

The final fundamental component of a neural prosthesis is the external hardware. For motor prostheses, the external hardware is typically a robotic limb, a cursor on a screen, or a wheelchair controller. In the feedforward case (i.e., motor prosthesis), the external hardware is the component that carries out a user's intent (i.e., movement). For a sensory prosthesis, the processing unit connects to and processes signals from external sensors. The sensors in the feedback case (i.e., sensory prosthesis) capture parts of the environment, such as the sense of touch, which is transmitted back to the user (i.e., sensory perception). Examples of sensors include microphones in cochlear implants, cameras for retinal prostheses, or force sensors in a robotic hand. The external hardware is crucial to a neural prosthesis because it is the interface between the environment and the user. In both the cases, the external hardware also interfaces with the processing unit and the decoding/encoding algorithms.

For bidirectional neural prostheses, the external hardware contains both motor and sensory elements. One real-world example is the modular prosthetic limb (MPL) by the Johns Hopkins University Applied Physics Laboratory (JHU/APL) (48) (Figure 5a). The MPL is capable of mimicking almost every movement of a human arm. It is a sophisticated robotic limb and has been the external hardware used in several key developments for motor neural prostheses (49–51). In addition, the MPL contains force, acceleration, torque, temperature, and position sensors (Figure 5b). The MPL has also been used as a sensory prosthesis wherein tactile measurements from sensors in the hand were used to stimulate the primary somatosensory cortex (S1) in both humans (52) and nonhuman primates (53) to provide realistic sensory feedback.

3. NEURAL MOTOR PROSTHESIS

The volitional aspects of human movement produce electrical activity within the somatic nervous system from the sensorimotor cortex to neuromuscular junctions throughout the body. By recording electrical activity within this system, the consequent signal patterns are extracted and leveraged to infer specific movement intentions. Such inferences, often achieved with pattern recognition and machine learning algorithms, are then used to activate a robotic prosthesis in a way that is consistent with the user's intention and intuition.

3.1. Methods of Neural Recording

There is a topographic organization (spatial mapping) in the brain defined by columns of neurons, which are
tuned to different sensorimotor cortical signals (54, 55), and more recently have been extensively delineated (56). This spatial mapping enables the recording of regionally specific and decipherable information about sensorimotor inputs and outputs from electrodes placed over populations of neurons. The interactive components of neural recording, stimulation, and signal interpretation are collectively referred to as brain–computer interface (BCI) or brain–machine interface (BMI).

The BCI community has explored different techniques to access and record neural signals, but four modalities are dominant (38): (i) EEG, measuring neural potentials from the cortex with noninvasive electrodes placed on the scalp; (ii) ECoG, measuring cortical potentials from the surface of the cortex; (iii) action potential recording, measuring single-unit, multunit, or population and local field signals through direct cortical penetration using MEA; and (d) EMG, measuring accumulated potentials of neuron motor units firing within the muscle tissue. Although EMG is not strictly a neural signal, the muscle tissues serve as surrogates or amplifiers of peripheral nerve signals for motor interfacing. Each signal modality has distinct characteristics, strengths, and weaknesses which are discussed in the following sections (Figure 6).

3.1.1. Electroencephalography (EEG). Owing to its minimal invasiveness, high temporal resolution, and relatively low financial cost, EEG has become one of the most studied neural recording methods. A typical EEG sensor network is composed of 64 or 128 common-reference monopolar electrodes uniformly placed along the scalp, though the quantity and type of electrodes can vary (Figure 3a). To improve contact and conduction, electrolytic gel is often applied at the point of body-electrode contact. There are three primary features extracted from the EEG signals for neural control:steady-state visually evoked potentials (SSVEP), P300 response, and event-related desynchronization (ERD)/event-related synchronization (ERS). SSVEP refer to a phase-locked modulation in the EEG signal in response to visual stimuli flashing between about 5 and 75 Hz. The SSVEP has been used for BCI control by enabling users to select among multiple options on a computer screen (57). P300 refers to delayed increase in smooth-signal amplitude responding at around 300 ms after observing an anticipated event. The P300 feature has been used to select desired alphabetic letters for spelling tasks in nonverbal communication (58). ERD and ERS refer to complex alterations such as spectral power or entropy changes occurring in the brain rhythm from the motor cortex area during intentions to initiate movement. ERD and ERS, in addition to other features extracted from raw EEG signals, have been used to decode one-, two-, and, in rare demonstrations, three-dimensional hand movements (59).

EEG signals are subject to a range of interference mechanisms. The intervening cranial tissues between the EEG recording electrodes and the neural signal sources create a low-pass filtering effect on the signals. EEG signals are recorded from dense populations of millions of neurons firing rapidly, and much information relevant to motor intent are found at higher, gamma band (70–150 Hz) frequencies (50). The low-pass filtration serves to block much of the spatial and temporal information of interest and, consequently, EEG is generally considered to be a poor method for recording frequency information above 70 Hz (60). Acquiring useful information from EEG signals can be further complicated by unpredictable changes in the skin-electrode contact due to head movements. The spatial resolution of EEG remains limited but can be increased up to a point by changing the density of EEG electrodes across the scalp (50). Therefore, more invasive approaches such as electrocorticography are available, which place the recording electrodes on the brain surface to obtain greater specificity.

3.1.2. Electrocorticography (ECoG). ECoG generally represents a middle ground between EEG and penetrating MEAs. ECoG yields more spatially detailed information than EEG, but electrode measurements cover a wider area than MEAs. ECoG signals are recorded from platinum disk electrodes placed directly on the cortex surface, but do not penetrate the cortex itself (Figure 3c). ECoG recording can be performed with a variety of electrode sizes and spacings, allowing greater selectivity over spatial resolution and surface coverage. A common average reference (CAR) filter is typically applied to the raw ECoG signals to remove signal activity, which is common among all recording electrodes (61, 62). After CAR filtration, signal features are extracted as physiologically relevant frequency bandwidths (μ: 7–13 Hz, β: 16–30 Hz, low γ: 30–50 Hz, high γ1: 70–100 Hz, and high γ2: 100–150 Hz) (Figure 7).

Though many of the signal features extracted from ECoG can yield information about movement intentions, some are empirically superior for movement decoding. For example, μ-band content contains movement-related information (65), but the required signal smoothing may

![Figure 6. Motor neural prostheses utilize neural signals that convey user intent. One example is decoding EMG signals to determine the intended movement of a hand prosthesis. The primary motor cortex (M1) can be recorded to capture neural activity in the form of EEG, neuron spikes, or ECoG signals. EMG signals from the peripheral nervous system (PNS) can also be used to capture motor intent. The motor signal is processed to extract key features before passing through an algorithm to determine the desired movement.](image-url)
create a time delay that is too great for a real-time movement decoding scheme. The $\mu$ and $\beta$ frequency bands tend to decrease in power during movement; however, the spatial distribution of this phenomenon across the cortex may be too broad to encode specific movements (66). The high $\gamma$-band, which correlates to the firing rate of local neuron groups (67), provides relatively precise information about specific movements (68). As a result, the high $\gamma$-bands have been used as features to decode reaching and grasping kinematics during upper arm movements (50, 63, 64). Furthermore, these signals have been used to control a robotic arm with three degrees of freedom (69, 70).

### 3.1.3. Action Potential Recording

The difficulties in acquiring information of interest from EEG have led to the use of invasive electrodes such as MEAs capable of measuring highly localized neural information from direct cortical penetration (Figure 3b). Action potentials or spikes resulting from the firing of individual neurons can be extracted from raw signals recorded with MEAs in order to drive or intuitively activate a robotic limb (71, 72). MEAs capture signals from neurons, either singly (from a single unit or neuron) or multiply (from multiple units or neurons). By their proximity, the single and multi-unit signals purport to provide greater specificity in their encoding of motor information. In contrast, local field potentials (LFP) are recorded extracellularly, capturing more filtered, lower frequency signals, and they provide a more general representation of the activity in a given population of neurons. LFP can be further decomposed with signal-processing methods into individual frequency bands to determine ERD and ERS features corresponding to different motor actions. The recorded LFP and ERD/ERS can thus be decoded in order to give paralyzed patients control of a robotic limb (73) of up to 10 degrees of freedom (74).

MEAs yield signals with high spatial and temporal resolution; however, this type of neural recording has a number of drawbacks. Owing to small physical size, MEAs record action potentials from a limited area of the cortex, which may not fully represent the neural activity of interest. Furthermore, chronic MEA penetration of the cortex causes an immune response called gliosis, which degrades the recording quality over time (75–77). Gliosis is a central nervous system response to acute injury (e.g., cortical penetration) wherein glial cell proliferation can lead to axonal inhibition and degeneration. Additionally, MEA spike recordings are quite sensitive to motion in the electrode recording sites. This electrode movement can cause dropout in the recording of individual neurons, altering the ability of movement-intent decoding algorithms to interpret the MEA signal. As a consequence, these decoding algorithms must be frequently retrained (51).

### 3.1.4. Electromyography (EMG)

To perform a voluntary body movement, neural signal patterns encoding the movement are transmitted from the motor cortex along motoneuron axons to various peripheral neuromuscular junctions embedded within specific muscles. The collective electrical responses, or EMG signals, delivered to the muscles at these junctions control muscle contractions and effect the desired movement. Victims of paralysis may have little or no motor control, requiring one of the direct neural interfaces mentioned previously. However, for amputees, EMG from muscular contractions in the residual amputated limb can be used for prosthesis activation (78). Such an activation method is called intuitive when the prosthesis limb output response from a given muscle contraction pattern corresponds to the expected intact limb behavior resulting from a similar contraction.

EMG can be recorded invasively with implanted electrodes measuring local intramuscular activity, or with skin-surface contact electrodes measuring more regional muscular activity (Figure 3d). Furthermore, the information content obtained from EMG signals can be enhanced with targeted muscle reinnervation (TMR), a surgical technique to repurpose healthy muscle tissue near the amputation site by redirecting nerves that originally served the now-amputated limb (79). When using EMG for prosthesis activation, typically, bipolar electrodes pairs are placed to record activity from healthy muscles nearest the point of amputation. To amplify the signal of interest while minimizing signal corruption from body movement, raw EMG signals are often bandlimited to roughly 25–450 Hz. There are a number of features extracted from the filtered EMG signal, which have proven useful for prosthesis activation: mean absolute value, waveform length, variance, and zero crossings (80); autoregressive coefficients (78); and the discrete-time Fourier transform (81, 82). EMG has emerged as the most common neural motor prosthesis interface due to relatively inexpensive hardware, minimal invasiveness, and an established empirical track record as a reliable signal for prosthesis control.

### 3.2. User Intention Decoding and Prosthesis Activation

#### 3.2.1. Pattern Recognition and Machine Learning

The neural activity or muscle contractions involved in performing certain limb movements can generate unique and reproducible patterns in the recorded neural signals. The key to movement intention decoding for intuitive neural prosthesis control is to first convert the signals...
into useful data structures, a process known as feature extraction, and then to map patterns in the extracted signal features to their corresponding output motions using pattern recognition or machine learning tools. For example, machine learning tools such as neural networks (83), linear discriminant analysis (84), support vector machines (85), maximum likelihood estimation (86), and the Kalman filter (87) have been used to classify distinct upper limb movements from neural signal features. The general movement decoding framework is largely the same irrespective of neural recording modality or the machine learning techniques utilized, but approaches can differ based on a variety of factors such as the relevant features extracted from each neural signal, the algorithmic properties of the machine learning tool, and the level of control sophistication obtainable from the signal of interest. Selection of an appropriate machine learning algorithm among innumerable choices can be based on many factors ranging from the desired algorithmic properties to, quite simply, personal preference.

The mapping of signal patterns to movement output predictions is done through a training process wherein a human subject will attempt to perform or mimic a range of desired output movements while neural signal data are collected. A person with lost limb function is, by definition, physically unable to fully perform the movements. Therefore, the neural signals collected indirectly represent the person’s intent or volition via electrical activity produced in the motor cortex, or in the case of amputees and TMR patients, muscle contraction activity from EMG. Owing to the lost limb function, there is currently no way to objectively confirm during the training process that the measured signal patterns are correctly mapped to a subject’s desired corresponding movement intentions or targets. As a result, much care is taken to help ensure this synchronicity, which typically involves a qualified clinician or prosthetist guiding the subject through a structured and repetitive training process further reinforced by visual movement cues. For example, a computer terminal can be used to present a three-dimensional representation of the desired movement(s), and the clinician will instruct paralyzed subjects to simultaneously imagine themselves actively performing the represented motion. Prior to actual recording, the process often involves many practice attempts for the subject to learn to elicit neural signals that are distinct for each movement and repeatable across each attempt. After a sufficient practice period, the clinician guides the subject through a similar training period while active neural signal recording is performed. The recorded data are then used to train predictive machine learning or pattern recognition algorithms. Once trained using signal features from a specific human subject, a pattern recognition algorithm can then be used to predict movement intentions from the subject’s neural signals. These predicted movements are converted into real-time control signals for prosthesis activations corresponding to the subject’s intent (88).

3.2.2. Problems with Decoding Motor Intent. There are many physiological and engineering constraints that make decoding movement intention from neural signals a challenging, fascinating, and unique application. For one, the brain’s complex organization does not lend itself to simple location-based neural recording. It can be presumed that the motor signals driving the limb originate in the primary motor cortex (M1). However, neurons in the premotor cortex and the supplementary motor area also play an active role in encoding motor intentions and actions. Therefore, M1 is typically used as a first choice for movement decoding, especially to help minimize surgical intervention of implanting an electrode array, though it is not uncommon to have MEAs implanted across multiple areas of the brain. Encoded motor information has been obtained from a single MEA in human subjects to demonstrate reach-to-grasp movements (73, 89). However, more complex movements such as planning or dexterous manipulation may not be fully captured by a single MEA. In that case, multiple MEAs can be implanted, and complex decoding has been demonstrated in nonhuman primates (6, 90). Additionally, the full availability of spatially dispersed electrodes coupled with temporal information has enabled the decoding of different motor tasks and movement trajectories (91, 92). LFP signals, in conjunction with the single and multiunit signals, can also provide complementary information that improves decoding performance (93). Further compounding the problem of decoding motor signals, the anatomy of each individual human subject varies substantially, and his/her cortical mapping can change with respect to neurologic injury type leading to highly personalized implant procedures. Therefore, a one-size-fits-all decoding solution remains elusive.

The use of machine learning tools for movement decoding requires an assumption that future incoming neural signal data will resemble the corresponding signals collected during algorithm training. However, many contextual factors conspire to ensure that this assumption is not always valid. Variations in the neural signals over time, the experimental conditions, and the use conditions can all negatively affect decoding performance. For example, when using EMG for hand and finger movement decoding, changes in upper-limb positions (82, 94) or prosthetic loading conditions (95) will affect the supporting muscle contributions and, consequently, alter the recorded muscle-activation signals. Contextual changes in any neural signal modality can significantly degrade movement-decoding performance if those factors are not accounted for during training. This necessity for condition-variant training presents another difficulty at the clinical level: accommodating each condition during training is onerous and quickly becomes burdensome for the user. As a result of extensive, often daily training, prosthesis users may choose to abandon neurally controlled prostheses for simpler, more reliable alternatives such as body-powered prostheses (96).

There are other factors hindering reliable and consistent motor decoding, which likely cannot be accounted for during the training process. Recording electrode conduction properties, for example can change over time. For chronically implanted MEAs, a well-known problem is gliosis, a form of scarring caused by the accumulation of glial cells at the electrode penetration site, which degrades
the recording quality of neural signals over time (76, 77). Considerations must be made for the electrode metals and materials based on their application to achieve the desired recording properties while also minimizing biorejection. Problems such as micromotion, damage to microvessels, and physical changes in the electrode–body interface (e.g., gliosis) cause drifting or corruption of the neural signal feature data, leading to poor decoding performance. At the cognitive level, spontaneous neural activity may also exhibit different patterns for the same output motion. For example, neural signals activated for reaching and grasping of an apple during hunger may not resemble those for reaching and grasping for a door handle. In essence, movements can be similar or synonymous at the muscular activation level, but the cognitive motivation for each may be dissimilar.

The result of these combined factors is that offline performance assessments of current methods may differ from their real-time online performance, and experimental results may not reliably translate to improvements in a prosthesis user’s performance of daily living tasks. Reliable motor control is, in many ways, a two-way learning problem: using machine learning tools to decode movement intent from neural signals and the prosthesis user learning through sustained practice how to produce consistent neural patterns for each desired movement.

3.3. State of the Art

Despite drawbacks, there is reason to believe that it is possible to achieve intuitive, adaptive, and reliable neural prosthesis control from the subject’s full sensory, motor, and cognitive capabilities. Research in motor prosthesis control has led to the development of advanced dexterous prostheses such as the JHU/APL MPL, which has 17 controllable degrees of freedom and 26 total joints throughout the shoulder, elbow, wrist, and fingers (48). EEG signals have been used to deliver one-dimensional (97, 98) and two-dimensional cursor control (99), as well as enabling the control of wheelchairs (100) and robotic limbs (101). ECoG has been used as a control signal for cursor control in one (102, 103) and two dimensions (104, 105). ECoG has also been used for the operation of upper limb prostheses (50, 64, 70, 106), including individual finger movements (49).

Surgical techniques such as TMR have been devised where nerves from an amputated limb are embedded into alternative healthy muscle material that is no longer attached to the missing limb (79). The reinnervated muscles act as biological amplifiers for the neural motor signal, which can then be used for prosthesis control (107). Post-TMR amputees have shown dramatic improvement in simultaneous and proportional EMG control (108). Furthermore, recent work has shown that TMR patients can achieve robust prosthesis control using high-density EMG signals, which are then decomposed into motor unit spiking information using blind source separation techniques (109). Osseointegration, a surgical method that creates a static link between the prosthesis and the bone at the site of amputation, has been shown to reduce user retraining while improving task completion in real-world conditions (110). Algorithmic techniques have also been developed to mitigate the degradation of performance resulting from real-world and untrained conditional effects (82, 111, 112).

Currently, no single sensor modality captures the full complexity of the motor-decoding problem, nor the feedback interplay between the prosthesis user’s neural signals and his/her environment. Therefore, multimodal approaches to neural prosthesis control are being explored wherein a mixture of sensors are used to incorporate intrinsic (from the body) and extrinsic (environmental) contextual information into the decoding problem. Hybrid systems incorporating multiple neural signals with eye-gaze tracking and movement primitives have been used to achieve more natural reach-to-grasp movements (113). Augmented reality systems are also being used in movement-decoding tasks by complementing the user’s unaided vision with visual representations of force feedback (114). The sections that follow provide additional details on how researchers have begun to “close the loop” of the neural control problem by providing vital sensory feedback information to the prosthesis user.

4. SENSORY NEURAL PROSTHESES

The information flow in sensory neural prostheses is the reciprocal to motor neural prostheses. For sensory devices, the external sensor acquires a signal, which is then sent to the processing unit. To provide the information back to the nervous system, the sensor signal is encoded based on the stimulation needed to achieve a functional response at the various levels of neural interfacing (cortex, spinal cord, or peripheral nerves) to elicit the desired target sensation, such as touch, vision, or hearing (Figure 8). Perhaps the best example of a commercially successful neural prosthesis is the cochlear implant. The cochlear implant
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conveys audio to a hearing-impaired user by directly stimulating the auditory nerve (115, 116). In a similar manner, stimulation of the optic nerve or retinal ganglion cells can provide rudimentary visual feedback. Similar to how the auditory nerve preserves neural pathways even after damage to the inner ear hair cells, degeneration of the retinal light-sensitive rods and cones does not affect signal transmission from the retinal ganglion cells through the visual pathways. Because of this, electrical stimulation of the retina, optic nerve, or visual cortex results in visual percepts in blind subjects (117, 118). Another device whose primary function is sensory feedback is the vestibular neural prosthesis, which aims to restore balance during movement by stimulation of the nerve fibers in the semicircular canal (SSC) (119).

Equally important to the ability to control a motor prosthesis, such as an arm, is the need to have bidirectionality, the ability to receive feedback, such as in the form of touch or proprioception, from the prosthesis. Users of traditional prosthetic limbs (i.e., without sensory feedback) often rely on visual information, especially during grasping or hand movements, to monitor their device. In some cases, experienced myoelectric prosthesis users can use sounds of motors within the prosthesis as audio feedback to determine when or how far the hand has moved; however, this is not always a practical form of sensory feedback. For lower limb prostheses, users typically rely on gross pressure from loading during gait to determine movement and contact. The perception of minute shifts in weight is often lost, resulting in poor balance and symmetry (120).

Neural mechanisms for perceptions of taste (121, 122) or the sense of smell (123, 124) have been investigated, but providing those sensations to users through a neural interface has yet to be thoroughly researched. However, as understanding and technology develops, specifically neural interfaces, devices to restore the sense of smell (125) or taste (126) could become more prevalent. In the following sections, we will highlight several advances in neural interface technology for achieving sensory feedback in neural prostheses via the dominant modality of stimulating the PNS and CNS. Although many hardware developments discussed here are intended for use with upper limb prostheses, the interface and approach for providing feedback between the different senses (i.e., touch, vision, and hearing) are similar. The differences lie in the targeted neural regions and parameters of the stimulation.

4.1. Methods of Sensory Interfacing

To further define some of the fundamental components discussed in previous sections, the primary interfaces for the sensory components of neural prostheses are: (i) the physical sensors themselves, which measure some external physical property such as pressure (for touch) or inertial sensor (for position) and (ii) the stimulating electrodes in either the PNS or CNS, which provide the sensory feedback to the user. This requires innovations in sensors as well as stimulating electrode technologies. Hardware advances and electronic miniaturization have resulted in specialized sensors for sensory feedback, and electrode technologies implemented to miniaturize packages for eventual implantation. As a result, interest in improving the neural interface and understanding the physiological relationships between stimulation and perception for providing high-quality feedback has increased. Important considerations for neural prosthesis sensors are the size of the sensor and electronics as well as the resolution of the signal. For the neural interface on the other hand, the specificity of the electrodes (i.e., how well they can selectively stimulate the target) is of utmost importance to ensure high-quality and naturalistic feedback.

4.1.1. Sensors. The crucial role of sensors is providing useful input to prostheses for restoring sensory impairment. In the case of the cochlear implant, the sensor is an external microphone that captures sound for an onboard speech processor. Wireless transmission to a receiver interprets the decoded speech and translates that signal to the corresponding stimulating electrodes within the cochlea (116, 127) (Figure 9a). For the case of vestibular neural prostheses, three gyroscopes are traditionally used to measure head roll, pitch, and yaw (119) (Figure 9b). Cameras are often used for visual neural prostheses to capture images, and a processor translates that information to the implanted stimulator on the retina or in some cases the optic nerve or visual cortex directly (9).

The most common sensing modalities for upper limb neural prostheses are grip force and pressure. The sense of touch plays a crucial role in basic hand movements and exploratory actions (131, 132). These sensations can be quantified as force or pressure signals from various parts of the hand. The cutaneous neurons found in healthy skin, namely the rapidly and slowly adapting types I and II (RAI, RAII, SAI, and SAI), respond primarily to changes in force (133). For a more in-depth discussion of the types of mechanoreceptors and their physiological behaviors, see (133). Grounded in physiological similarities as well as ease of implementation, force and pressure measurements are the most basic sensing modalities for upper limb neural prostheses; however, they are by no means the only component of tactile sensing. Two current examples of fingertip sensors for upper limb neural prostheses are the BioTac, developed by SynTouch (128) (Figure 9c), and the fingertip sensing nodes (FTSN), developed by the JHU/APL for the MPL (129) (Figure 9d). The sensors can detect a wide range of forces experienced during grasping with a prosthesis. The BioTac has also demonstrated the ability to measure vibrations to discriminate between different textures (134). The FTSN is fully integrated into the MPL for measuring relevant force information. Although the numerous internal sensors on the MPL are used primarily for local feedback (i.e., to the prosthesis), the contact and force signals of the FTSN are the primary inputs to the user for sensory feedback as these contain the most relevant and currently translatable information. Another example of a prosthetic hand force sensor is the flexible, textile piezoresistive finger cuffs developed in Reference 130 (Figure 9e). It should be noted that force and pressure are only subsets of a much more complex set of perceptions that make up the sense of touch. Tactile sensation is made up of additional perceptions such as curvature, torque, slip, friction, texture, and pain. These
complex components of touch are hard to capture using traditional fingertip sensors. Additionally, skin dynamics play a major factor in the perception of touch (135) and have been taken into account in one technique that models receptor behavior (136). Current sensors can detect basic components of touch, but are still primitive compared to the sophisticated ability of receptors found in healthy skin.

4.1.2. Neural Sensory Interfaces. For sensory neural prostheses, invasive surgery is often required to implant stimulating electrodes. Two primary concerns for connecting electrodes to the nervous system are biocompatibility and long-term stability. For a more detailed discussion of neural electrodes, including material considerations, see Reference 26. In general, sensory neural prostheses utilize one of the electrode types discussed in Section 2. However, there can be modifications to the stimulating neural interface based on the properties of the targeted system. For instance, a cochlear implant uses an array of platinum contacts embedded within silicone that is inserted into the cochlear duct (Figure 9a). The base and apex of the cochlea respond to the highest pitches of sound (~20,000 Hz) and the lowest pitches (~200 Hz), respectively. The region of the cochlea between the base and the apex corresponds to the range of frequencies between the extremes. As a result, cochlear implant electrodes target different regions between the base and apex to elicit percepts of various sound frequencies. Owing to the proximity of the vestibular apparatus to the cochlea, the same electrode materials and stimulator can be used for a vestibular neural prosthesis as well (Figure 10a). The vestibular system contains three SSCs that respond to angular head rotations. The canals are orthogonal to each other, allowing for stimulation of each SSC for an independent axis of head rotation (119). After implantation, stimulation of each vestibular electrode site creates perception of head movements about a different axis of rotation, which can be quantified by measuring oculor reflex responses based on the perceived head movement (137, 139). In many visual prostheses, an electrode array is placed directly on the retina to bypass damaged photoreceptors (138) (Figure 10b). For a retinal implant, the individual electrodes are 200 μm in diameter with a spacing of slightly over 500 μm (138). In some cases, stimulation of the optic nerve (140) or penetrating microelectrodes in the visual cortex provide feedback (141). The sensory interface to the PNS is similar to the CNS in that penetrating MEAs are often used for stimulating nerve bundles, specifically for sensory feedback in upper limb prostheses (142).

4.2. Feedback

Because of the complex nature of neural pathways and synapses to multiple regions of the brain before an external sensory signal is perceived, it is more advantageous to provide sensory feedback stimulation as close to the biological sensor (i.e., hair cells in the ear, photoreceptors in the eye, or mechanoreceptors in skin) as possible. By stimulating as close to the source of signal transduction (i.e., the biological sensor) as possible, the stimulation signal passes through the same neural pathways as a signal from a healthy biological sensor. It should be noted
though that issues of cortical plasticity and remodeling may influence sensory perception. A classic example is cortical reorganization after digit amputation in nonhuman primates (143); however, more recent research has shown that spatial acuity does not increase in humans after digit amputation (144). One thought is that somatotopy is preserved to some extent after long-term deafferentation (145). The idea of preserved somatotopy is supported by recent results showing sensory activation of the phantom hand in multiple amputees through direct peripheral nerve stimulation 16 and 21 years after amputation (146) and transcutaneous stimulation of peripheral nerves in a subject five years after amputation (147). These results suggest that cortical representation of sensory regions remains in some capacity even several years after an amputation; however, the issue of cortical plasticity, particularly in cases of amputation, is an area of ongoing research. The known physiological behaviors of the biological sensors, such as the transducing mechanisms and corresponding output signals, can be leveraged to design more realistic and functional neural prostheses. A good example of this is the cochlear implant. Electrical stimulation of auditory nerve fibers in the cochlea can restore hearing. Loss of hair cells in the cochlea results in inefficient processing of auditory signals, so the cochlear implant directly stimulates the surviving fibers of the auditory nerve as opposed to the auditory cortex because the behavior and tonotopic organization of the cochlea are better understood and easier to access for a neural prosthesis (148, 149).

4.2.1. Cochlear Implants. Cochlear implants work best in users who have fully developed auditory neural pathways but have lost hearing due to damage to the hair cells in their cochlea. The cochlear implant bypasses the damaged cells and directly stimulates the auditory nerve fibers. One problem that arises is that implants cannot be directly inserted all the way into the cochlea. Because of the tonotopic organization of the cochlea, this results in low-frequency regions (apex) not always being stimulated. However, surgical techniques have improved the ability to reach more apical regions (150). To combat this, a compressed analog (CA) strategy was used to separate the sound by frequency and stimulate only electrodes corresponding to that frequency in the cochlea. Because of overlap in the electric fields from adjacent electrodes, research suggests that there are typically only between 4 and 8 independent electrodes even in arrays with as many as 22 electrodes (8). This is a severe limitation of the CA encoding method, which was addressed by the novel continuous interleaved sampling (CIS) strategy. CIS gives brief pulses to stimulating electrodes in nonoverlapping sequences, resulting in much higher levels of speech recognition (151, 152). Understanding of mechanical frequency decomposition within the cochlea and how areas of the brain respond led to the discovery that signal envelope is most important for speech perception, and fine time structure (i.e., frequency) is most important for pitch and localization (153). More recent feedback methods propose to more closely mimic, in a biologically relevant way, how these pieces of auditory signals are transmitted through the auditory nerve (154). Although the ability of users to perceive natural speech and pitch is not perfect and allows for a rather gross representation of sound (155), many users take several years to improve their ability to perceive speech with continued improvement even beyond 8 years after being implanted (156). For a more thorough review of cochlear implants to restore hearing, see Reference 8.

4.2.2. Retinal Prostheses. The primary physiological principles for visual neural prostheses are that (i) light can be replaced by electric current to elicit the perception of vision, (ii) blindness due to retinal degeneration does not affect signal transmission from the retinal ganglion cells through the visual pathways, although remodeling can occur in the retina over time, and (iii) electrical stimulation of the visual pathways and visual cortex can elicit visual percepts in blind subjects (117). It should be noted that for visual impairment from retinal degeneration it is not known what impact any retinal remodeling has on the retinal ganglion cell structure and function, which would potentially affect the visual perceptions generated from direct retinal ganglion cell stimulation. Visual feedback is achieved by stimulating the retina, the optic nerve, or the visual cortex directly. Each method for feedback presents its own benefits and shortcomings, but the most common approach, especially in currently available commercial solutions, is through retinal stimulation (138). Damage to
photoreceptors occurs due to AMD and retinitis pigmen-
tosa (RP), but the photoreceptors can be bypassed with retinal stimulation. The advantage of retinal stimulation in blind subjects with AMD and RP is that neural path-
ways are still intact, so visual information is processed and perceived in the same manner as before visual degeneration, assuming there are no major changes in cortical mapping of visual information. One of the many draw-
backs to retinal implants is the limited space to place the electronics on the retina. Other important factors include size of the electrode as well as stimulation charge density and resolution. Stimulation a small area of the optic nerve using a cuff electrode presumably activates a larger portion of the visual field due to the increased density of target axons within the nerve compared to the retina. The downside is that detailed perception and stimulation specificity are difficult to achieve. In addition, optic nerve stimulation is not as well researched compared to retinal stimulation (157). Finally, visual cortex stimulation is possible and has been used historically for visual feedback (141) but requires a brain surgery, with accompanying high risk, and technology to implant the stimulator in the brain that add to the complexity of the system. For a more thorough review of restoring vision through a neural prosthesis, see References 117, 157. For a discussion of biological challenges, see Reference 158.

4.2.3. Upper Limb Prostheses. Recently, sensory feed-
back for neural prostheses has been used to restore the sensation of touch to upper limb amputees or individuals with SCI. Restoring sensations of touch through cortical stimulation has been achieved in healthy nonhuman primates (53) as well as humans with SCI (52) and paral-
ysis due to nerve injury (159). Stimulation to provide tactile sensation can be applied at the cortical (52, 53) or peripheral (10, 142, 160) levels. Perceptions of touch can be achieved through a cortical neural interface by targeting neurons in the S1. The somatotopic organization for tactile representation in S1 enables researchers and surgeons to target specific regions that correspond to activation of tactile sensation in the hand, or the phantom hand in the case of an amputee. The quality and type of tactile perception is of great interest to ensure a more natural and intuitive neural prosthesis. It was shown that nonhuman primates can discriminate between different intracortical microstimulations (ICMS) and localize the sensation between different fingers almost as well as if their actual fingers were touched (53). Developing neural prostheses through human research volunteers provides an additional advantage in that more detailed data on perception and usability can be acquired. Specifically, the type of tactile perception can be recorded based on user feedback. With 60 penetrating microelectrodes in S1, stimulations of tens of microamperes are enough to pro-
vide the sense of touch in multiple distinct regions of the hand (52) (Figure 11a). Those perceptions are described as touch, pressure, vibration, electrical tingling, and even temperature in some cases. The stimulation in S1 is perceived by the user as being “possibly natural,” which falls in the middle of being “totally natural” or “totally unnatural” (52).

One drawback to cortical stimulation for touch feedback is the relatively high-risk surgery involved with implanting electrodes. An alternative is implanting electrodes in peripheral nerve afferents, which carry sensory information back to the CNS. The benefit to this approach is the less traumatic surgery to implant the nerve-stimulating electrodes. Even through peripheral nerve stimulation, sensations in regions of the phantom hand, in the case of amputees, are still activated (10, 146) (Figure 11b). In addition, the site of stimulation is closer to where the bio-
logical sensors (i.e., the mechanoreceptors in the skin) once were. As already mentioned, this allows the stimulation feedback signal to pass through existing neural pathways, which potentially allows for more naturalistic processing by the nervous system. However, this method does not work for individuals with spinal cord injuries that prevent neural signals from traveling from the periphery to the cortex. Another issue is the lack of somatotopy within nerve bundles. Major nerve bundles (i.e., median, ulnar, and radial) are very well understood in their innervation in the hand and forearm. The problem is that within each nerve bundle, the individual nerve fibers, both afferent (i.e., sensory) and efferent (i.e., motor) nerve fibers, are intermingled with no apparent separation. To combat this issue, surgeons can differentiate between afferent and efferent fibers by stimulating to see if a muscle contracts, indicating an efferent fiber. If the subject is awake during the implantation, then stimulation of afferent fibers and the perceived location and sensation can be mapped by the subject to guide the site for final electrode implantation. Cortical stimulation (52, 159) appears to activate larger regions and fewer distinct locations of perceived activation in the hand compared to some reports of peripheral nerve stimulation (10, 142) for touch feedback given the number of stimulating electrodes. This could be due to the larger density of sensory neurons in the cortex compared to the peripheral nerves. While it is possible to get distinct activation in different fingers using stimulation at either level, it seems more likely to get better specificity (i.e., smaller regions of activation) through peripheral nerve stimulation for touch feedback.
current tongue prostheses primarily focus on movement (i.e., swallowing) instead of restoring the perception of taste (166). To restore the sense of taste, stimulation could occur in the CNS through the gustatory cortex or the relevant facial nerve branches.

The most recent developments in sensory neural prostheses are in restoring balance through vestibular stimulation (167) and restoring the sense of touch through cortical (52) or peripheral nerve stimulation (10, 142, 160). The possibility of a neural prosthesis that restores an entire limb, using both forward motor control and sensory feedback, has spurred several significant discoveries and technologies. One novel surgical technique for increasing the ability to provide sensory feedback through peripheral nerve stimulation is targeted sensory reinnervation (TSR). In TSR, the surgeon separates sensory fibers from the median, ulnar, and radial nerves, which then innervate in tissue and skin, making it easier to target specific regions of an amputee’s phantom hand for tactile feedback (30). This technique is like TMR, which enables more intuitive motor control of a prosthetic limb, in that nerve fibers are directed to predetermined locations; however, the difference is that in TMR motor (afferent) nerve fibers innervate large muscle to amplify and separate motor signals. In TSR, sensory nerves (afferents) are placed such that they innervate tissue in a structured manner, which makes it easier to identify regions of stimulation for sensory feedback.

Neural interfaces and systems for upper limb devices are not at the same level of commercial prominence as cochlear or retinal implants, but as the technology for bidirectional prosthetic limbs continues to improve there will likely be a growth in commercial viability and interest. Part of the uncertainty for upper limb neural prostheses is in the long-term functionality and benefit of the devices. Research has already shown the benefit of incorporating touch feedback into prosthetic limbs for improving grasping functionality (168) as well as in-depth studies on sensory perceptions of stimulation (162). Recently, researchers induced a kinesthetic illusion in amputee subjects to provide the sensation of movement and improve both prosthesis control and embodiment (169). In addition to understanding the user’s perception of tactile and positional feedback, it is important to improve the perception of the prosthetic hand itself to the environment through sensory feedback. This includes developing reflex-like algorithms that utilize tactile feedback for preventing accidental object destruction or slip through improper grasping. While grasping functionality is improved through tactile feedback to the user (10, 168), there is also improved grasping functionality when tactile feedback to the prosthesis triggers intelligent, programmed automatic responses of the artificial system to act like a reflex to prevent object damage or slip during grasping (170). The combination of sensory feedback to both the prosthesis and the user is crucial for creating a realistic and intelligent neural prosthesis.

Another approach for enhancing neural prostheses for touch feedback is using biomimetic stimulation patterns. In theory, applying stimulation that matches actual neuron behavior, whether from neurons in S1 or

Several upper limb amputees with implanted peripheral nerve electrodes have shown the ability to incorporate touch feedback for discriminating between objects (160) and improved ability with handling delicate objects (10). Peripheral nerve activation for touch feedback can also be achieved using transcutaneous electrical nerve stimulation (TENS), which uses an electrode to activate the nerve through the skin. This method requires no electrode implantation or surgery and has been shown to restore the sense of touch in upper limb amputees (147, 161); however, the downside is the lack of specificity of stimulation within the nerve bundle. The afferents connected to mechanoreceptors in healthy skin have similar physical size so it is difficult to activate a fiber population of a specific mechanoreceptor type, such as rapidly adapting (RA) or slowly adapting (SA). By making peripheral nerve stimulation pulses constant in intensity, a mixed population of fibers are activated in synchrony, which gives rise to the “tingling” from electrical stimulation (10). Finding the correct stimulation patterns in human subjects to minimize the unnatural perceptions and elucidate more realistic sensations of touch and pressure is an ongoing area of research with promising results (162).

Another approach for providing tactile feedback is through mechanical stimulation of receptors in the skin. Research has shown the ability to provide mechanical stimulation of amputee’s forearms to provide feedback from the prosthesis fingertips (165) and to aid in prosthetic embodiment (164). These methods are a form of sensory substitution where one mechanism, such as the sense of touch, is mapped to another modality or location, such as mechanical stimulation of the forearm. Research has also shown that transcutaneous mechanical stimulation of peripheral nerves can elicit natural tactile sensations in an amputee (30), which suggests that electrical stimulation is not the only way to provide natural sensory feedback in a neural prosthesis.

In any case, quantifying how different stimulation patterns and amplitudes influence perception of sensory feedback is important for better understanding of how users will be able to incorporate and utilize the neural prosthesis. Because neural stimulation for tactile feedback is still a relatively new area of research, the most significant studies over the past several years have involved psychophysics and fundamental experiments to evaluate how the stimulation is being perceived by the user (10, 52, 142, 159, 160, 162).

4.3. State of the Art

While most attempts at restoring sensory perception focus on vision, hearing, and touch, restoring the sense of smell (olfaction) through neural stimulation has seen recent developments. Stimulation to provide smell would likely occur in the CNS in the olfactory bulb or olfactory nerve (124, 165), both of which are located on the inferior and rostral region of the brain, or even the olfactory cortex. Although this work is still in its infancy, the idea for a neural prosthesis to restore olfaction has been patented (125). Taste restoration is also a sensation that will undoubtedly be investigated in the future (126) although...
mechanoreceptors in the PNS, would create more realistic sensory perceptions. The technological limitation though is in the hardware and surgical inability to reliably target specific populations of neurons, such as RA or SA afferents. Research groups have already developed sophisticated and realistic models that closely mimic real neural behavior using bifurcation methods to reduce classical Hodgkin-Huxley-type models to more computationally efficient ones (171) or simple models of mechanotransduction (172). Recently, mechanoreceptor-specific models from physiological data have been developed for SA and RA afferents covering the whole hand (136). Modeling the neural behavior at the receptor level theoretically enables one to reproduce complex types of tactile perceptions if peripheral nerve afferents could be reliably identified and stimulated. An emerging technique, called neuromorphic engineering, is based on the idea of mimicking neurobiological architecture found in the nervous system. Here, the sensor (or receptor) output is encoded in the form of spiking neural activity, and then subsequent processing is used to provide relevant sensory information back to the prosthesis user. In recent examples of this approach, a neuromorphic tactile signal can be used by a prosthesis to control grip force during grasping (173), and a neuromorphic stimulation model was shown to allow an upper limb amputee to discriminate between textures being applied to a prosthetic finger (174).

Current state-of-the-art limbs such as the MPL include force sensors, which have been sufficient for understanding basic perceptions such as grasping objects and preventing slip; however, current fingertip sensors are inadequate to capture the more intricate subtleties of touch. Benefits of providing more advanced tactile feedback to users, such as shape and even temperature or pain, will require further research both in feedback methods and sensor technology. As stimulation methods and neuron models become more advanced, there inevitably will be the need for more sophisticated and realistic sensors to produce biomimetic signals. One recent example is a skin-inspired digital mechanoreceptor that produces spiking activity during loading (175). The digital mechanoreceptor behaves similarly to an actual mechanoreceptor in the skin and could be placed directly on a prosthetic hand as a synthetic skin. Another approach is a biologically inspired multilayered tactile sensor that is structured to give varying responses from the different layers based on applied loads (176), similar to how different mechanoreceptors respond differently to the same inputs (133). To be even more realistic, some synthetic skins have even shown the ability to self-heal (177, 178), which could also be used as a smart electronic skin (e-skin) for a prosthetic hand. A more detailed review of e-skins can be found in Reference 179. The parallel development of neural interfaces, sensors, and stimulation methods will lead to more enhanced ways for providing naturalistic tactile feedback to upper limb prosthesis users.

5. FUTURE DIRECTIONS

The track record of success for cochlear implants and visual prostheses offers strong evidence in support of the continual progress being made in neural prostheses and neuroengineering in general. Several challenges remain for improving upper limb prosthesis control. On the signal recording side, one example is improving resolution of ECoG. In employing MEAs or other neural recording techniques there is a need for providing better localization to areas of the cortex responsible for dexterous hand and finger movements. Another area of continued improvement is the development of decoding algorithms that are designed specifically to handle neural signals from large arrays of electrodes. The recent interest in upper limb prostheses presents a unique challenge because the system is bidirectional, requiring both forward motor control as well as sensory feedback. This bidirectional requirement is an engineering challenge because it relies on a neural interface for capturing motor intent as well as a neural interface for providing sensory feedback. It also requires the combination of sophisticated decoding algorithms for limb movement as well as techniques for encoding and conveying sensory information to the user. The perception of touch is just the beginning for incorporating sensory information in prosthetic arms. Additional sensory perceptions such as proprioception, temperature, and pain would be desirable for creating a truly biomimetic prosthetic limb. The technology is in place to show how something as complex as an arm can have be controlled with neural motor signals while also providing sensory feedback to the user. A major hurdle to having a functional neuroprosthesis, with either motor or sensory (or both) interfaces, is the long-term stability of these systems, especially ones that utilize cortical neural interfaces. Research is expected and encouraged to investigate the efficacy of prosthetic limbs for both amputees and individuals with spinal cord or nerve injury through clinical trials focusing on rehabilitation and functionality assessments. Finally, there are many ethical considerations with neural prostheses because the selection of subjects to be implanted with a long-term device must be evaluated in terms of potential risks and benefits for each individual.

One possibility for future neural prostheses is the fusion of multiple sensing modalities for improved performance. An example of this is combining visual and tactile sensor information to enhance the ability of a robotic arm to move through space and manipulate objects, making it more lifelike and intuitive to control. Other future trends may include the use of augmented reality to provide relevant information about a neural prosthesis back to the user or even the potential for creating real-world training scenarios for motor prostheses, specifically prosthetic arms.

Although upper limb neural prostheses are currently in the limelight, the same technological advancements in motor control and sensory feedback can be applied to lower limb prostheses as well as exoskeletons. The sense of touch is not as crucial for a lower limb prosthesis, but as the technology matures there will undoubtedly be efforts to restore the sensation of contact at different parts of the foot during walking, which will likely have a benefit on user’s performance and functionality. Other senses, namely taste and smell, are yet to be researched as thoroughly as the sense of
touch or the ability to move a limb with your thoughts, but they are still valid systems for neural prostheses. The ability for any neural prosthesis to completely and perfectly replace a lost function still alludes the scientific community, but the ever-increasing rate of innovation will continue to bring us closer.
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LIST OF TERMS

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Afferent</td>
<td>The nerve fiber of a sensory neuron</td>
</tr>
<tr>
<td>Axon</td>
<td>A nerve fiber</td>
</tr>
<tr>
<td>Biomimetic</td>
<td>Of or relating to synthetic methods that mimic a biological process</td>
</tr>
<tr>
<td>Efferent</td>
<td>The nerve fiber of a motor neuron</td>
</tr>
<tr>
<td>Gliosis</td>
<td>CNS response to acute injury</td>
</tr>
<tr>
<td>Mechanoreceptor</td>
<td>A sensory receptor found that responds to mechanical changes</td>
</tr>
<tr>
<td>Neuroprosthesis</td>
<td>A colloquial term used for a neural prosthesis</td>
</tr>
<tr>
<td>Neuroprosthetics</td>
<td>A field of study relating to development of neural prostheses</td>
</tr>
<tr>
<td>P300</td>
<td>Event-related potential component associated with decision-making (noun) An artificial body part or organ (plural prostheses)</td>
</tr>
<tr>
<td>Prosthesis</td>
<td>(adjective) Of or relating to a prosthesis</td>
</tr>
</tbody>
</table>

LIST OF ABBREVIATIONS

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADC</td>
<td>analog-to-digital converter</td>
</tr>
<tr>
<td>AMD</td>
<td>age-related macular degeneration</td>
</tr>
<tr>
<td>BCI/BMI</td>
<td>brain–computer/machine interface</td>
</tr>
<tr>
<td>CA</td>
<td>compressed analog</td>
</tr>
<tr>
<td>CIS</td>
<td>continuous interleaved sampling</td>
</tr>
<tr>
<td>CNS</td>
<td>central nervous system</td>
</tr>
<tr>
<td>CoG</td>
<td>electrocorticography</td>
</tr>
<tr>
<td>EEG</td>
<td>electroencephalography</td>
</tr>
<tr>
<td>EMG</td>
<td>electromyography</td>
</tr>
<tr>
<td>ERD/ERS</td>
<td>event-related de/synchronization</td>
</tr>
<tr>
<td>FINE</td>
<td>flat interface nerve electrode</td>
</tr>
<tr>
<td>FTSN</td>
<td>fingertip sensing node</td>
</tr>
<tr>
<td>HD-USEA</td>
<td>high-density Utah slanted electrode array</td>
</tr>
<tr>
<td>ICMS</td>
<td>intracortical microstimulations</td>
</tr>
<tr>
<td>JHU/APL</td>
<td>Johns Hopkins University Applied Physics Laboratory</td>
</tr>
<tr>
<td>LAN</td>
<td>lateral ampullary nerve</td>
</tr>
<tr>
<td>LFP</td>
<td>local field potential</td>
</tr>
<tr>
<td>LIFE</td>
<td>longitudinally implanted intrafascicular electrode</td>
</tr>
<tr>
<td>M1</td>
<td>primary motor cortex</td>
</tr>
<tr>
<td>MEA</td>
<td>microelectrode array</td>
</tr>
<tr>
<td>MPL</td>
<td>modular prosthetic limb</td>
</tr>
<tr>
<td>NRIC</td>
<td>near-field resonant inductive coupling</td>
</tr>
<tr>
<td>PAN</td>
<td>posterior ampullary nerve</td>
</tr>
<tr>
<td>PNS</td>
<td>peripheral nervous system</td>
</tr>
<tr>
<td>RA</td>
<td>rapidly adapting</td>
</tr>
<tr>
<td>RP</td>
<td>retinitis pigmentosa</td>
</tr>
<tr>
<td>S1</td>
<td>primary somatosensory cortex</td>
</tr>
<tr>
<td>SA</td>
<td>slowly adapting</td>
</tr>
<tr>
<td>SAN</td>
<td>superior ampullary nerve</td>
</tr>
<tr>
<td>SCI</td>
<td>spinal cord injury</td>
</tr>
<tr>
<td>SSC</td>
<td>semicircular canals</td>
</tr>
<tr>
<td>SSVEP</td>
<td>steady-state visually evoked potentials</td>
</tr>
<tr>
<td>TENS</td>
<td>transcutaneous electrical nerve stimulation</td>
</tr>
<tr>
<td>TIME</td>
<td>transverse intrafascicular multichannel electrode</td>
</tr>
<tr>
<td>TMR</td>
<td>targeted muscle reinnervation</td>
</tr>
<tr>
<td>TSR</td>
<td>targeted sensory reinnervation</td>
</tr>
<tr>
<td>VLSI</td>
<td>very-large-scale integration</td>
</tr>
</tbody>
</table>
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